Fourier analytic bounds for
Zolotarev distances, and applications
to empirical measures

Sergey G. Bobkov and Michel Ledoux

Unwversity of Minnesota and University of Toulouse

Abstract

Zolotarev distances between probability measures are natural analogues of the Kan-
torovich metric Wi in which higher order derivatives of the determining family of functions
are considered. This work develops Fourier analytic methods towards the investigation of
families of Zolotarev distances on the d-dimensional torus, with applications to rates of
convergence of empirical measures, in analogy with the known results for the Kantorovich
metrics Wy, p > 1.

1 Introduction

In its simplest form, on the real line R, the Zolotarev distance of integer order p > 1 between
two probability measures p and v on the Borel sets of R with a p-th moment is defined as

Cp(p,v) = Sup‘/udu—/udv
R R

where the supremum runs over all (p — 1)-times differentiable functions u : R — R such
that [[u®~V||L;, < 1. Motivated by the continuity and stability of stochastic models, these
metrics were introduced and discussed by Zolotarev in a series of papers in the mid 70’s,
including [17], [18] (cf. also [19]). These distances are of particular interest and importance
in approximations of the distributions of sums of independent random variables and vectors
in the central limit theorem.

For instance, it is well-known and easy to prove that (3 directly produces the rate ﬁ in
the central limit theorem for sums of independent identically distributed random variables.
For a basic argument, write (,(X,Y) = (,(¢,v) when the random variables X and Y have
distributions p and v respectively, and recall two remarkable properties of the ¢, functionals.
First, these distances are p-homogeneous with respect to (X,Y), i.e.

Gp(eX,cY) = [P G(X,Y), ceR.



Secondly, they are sub-additive with respect to the convolution operation in the sense that

<p<ZXi,ZYi> <> G(X V),
=1 =1 i=1

which holds for any two collections of independent random variables Xi,..., X, and Y1,...,Y,
with finite absolute moments of order p. In particular, if X;, ¢ > 1, represent independent
copies of a random variable X with mean zero and variance one (and a third moment), an
application of these properties with p = 3 to the normalized sum Z,, = ﬁ (Xi+--+Xp)
immediately yields a Berry-Esseen-type bound

3(Zn, 7) < \}HC:?)(X, 2),

where Z is a standard normal random variable. If additionally E(X?3) = 0, the standard rate
is improved by involving the next index p = 4, in which case (4(Z,, Z) < %Q(X AR
Zolotarev distances (, may be defined for probability measures on R?, and for non-integer
values of the parameter p > 0, as presented in the first sections of this work. The comparison
of the family of Zolotarev probability distances with more classical metrics, such as the
Kantorovich distances W,,, are not well understood, in particular in higher dimension. The
classical Kantorovich distance W, p > 1, between probability measures y and v on R? is

defined as
1/p
Wyt =t ([ [ o=y into) (L1)
™ Rd JRA

where the infimum is taken over all probability measures 7 on R? x R? with marginals p and
v, and with | - | the Euclidean norm (cf. e.g. [16], [1]). In the particular case p = 1, the
Kantorovich duality expresses that

Wi(p,v) = sup‘/ ud,u—/ udy
R4 R4

where the supremum runs over all 1-Lipschitz functions v : R — R. As such ¢; = Wj.

However, the relationship between ¢, and W), for p > 1 has not been clarified so far except
in the one-dimensional case, where several explicit formulas for W), in terms of distribution,
and inverse distribution functions are available. Based on these representations, one main
result connecting these two quantities is Rio’s inequality [14]

W v) < C8 Gy, v) (1.2)

with some constant C), > 0 depending on p only. It is also shown in [14] that the optimal
constant satisfies C), < Cp with some numerical C' as long as p is an integer. This assertion
about the growth of C), remains to hold for all real numbers p > 1 [3]. The main motivating
point in Rio’s study was the central limit theorem and associated Berry-Esseen bounds for
transport distances.

Besides a more formal investigation of Zolotarev metrics, the motivation for their study
in this work is the issue about asymptotic problems for (random) empirical measures v = p,,



constructed on a sample Xi,...,X, drawn from a given probability measure u. Various
results about the behaviour of W,(u,, 1) on average as a function of the growing parameter
n for samples on the real line can be found in [4].

However, such results for samples in dimension two and higher are either incomplete
or require to involve different techniques. Towards this goal, Fourier analytic estimates for
Wi (u, v) were developed in [7] in terms of the Fourier-Stieltjes transforms of  and v, assuming
that these measures are compactly supported on R?. The paper [5] (cf. [6] for corrections)
continued this line of research with the extension of the previous results to the case where
the metric participating in the definition of W; is not Euclidean.

Beyond the comparison itself with the Kantorovich distances, and a possible version
of Rio’s inequality (1.2) in higher dimension, this paper develops Fourier analytic bounds
for Zolotarev-type metrics between probability measures on the d-dimensional torus Q¢ =
(—m, 7], with applications to rates of convergence of empirical measures (which may be
compared to the rates under the Kantorovich metrics W,). As a sample result, for 1 on Q°,

N logn
E(Cp(ﬂmﬂ)) < Cp,dw

whenever 0 < p < g, where (; is a modified periodic Zolotarev distance, closely related to ¢,
itself. In this range, the rates are comparable to the ones for Kantorovich distances [8], [10],
showing the relevance of Zolotarev’s metrics in this regard. When p > %, the optimal rate is
of the order of ﬁ, bigger than the ones in Kantorovich metrics (and perhaps in favour of a

multi-dimensional version of (1.2)).

Turning to the content of the paper, the first sections 2-7 are devoted to the detailed
description of families of Zolotarev metrics, and to their comparison. Sections 8-9 develop a
first family of Fourier analytic estimates on Zolotarev distances, which are then illustrated
towards rates of convergence of empirical measures when p > % in Section 11. Before,
Section 10 explains, for completeness, the difference between integer and fractional values of
the parameter p in the definition of the Zolotarev distances, a fact deeply connected with
embeddings of fractional Sobolev spaces. To address rates of empirical measures when p < g
requires to investigate Fourier analytic bounds after suitable smoothings of the underlying
probability measures, a technical task expanded, in a first approach, in Sections 12 and 13.
Further sharpenings based on improved smoothing arguments with respect to signed measures
are developed in Sections 14—-17. The application to rates of convergence of empirical measures

when p < % is finally presented in the last Section 18.

Throughout the paper, the parameter p > 0 of the Zolotarev distances will always be
represented as p = k4« with an integer k£ > 0 and avreal, 0 < o < 1. Also |z| = (2?21 x%)l/Z
denotes the Euclidean norm of z = (z1,...,24) € RL 0 < cp.ds Cpa < oo will denote

constants, possibly changing from line to line, only depending on p and d.

2 Zolotarev distance (, on Euclidean space

Zolotarev metrics were initially considered for (Borel) probability measures on an arbitrary
Banach space using the notion of Fréchet derivatives. In the case of the Euclidean space



R?, such derivatives may be related to the usual partial derivatives, in terms of which the
Zolotarev distances (;, can be defined within (p, d)-dependent factors as follows.

Denote by ‘Bp(Rd), p > 0, the collection of all probability measures p on the Borel sets
of R? such that [, |z|P du(z) < cc.

Definition 2.1 (Zolotarev distance (). Let p =k + « > 0. Given two probability measures
1 and v in B, (R?), the Zolotarev distance (,(u, ) of order p between p and v is defined as

Gplp,v) = Sup‘/ ud#/ udv
R4 R4

where the supremum is taken over all k-times differentiable functions v : R — R whose par-
tial derivatives of order k have Lip(«)-semi-norms at most 1 with respect to every coordinate.

(2.1)

Introducing the partial derivatives

BIE

Dy =" 4
it - .. &L‘Zd

where 8 = (ki,...,kq) is a multi-index such that |3| = k1 + - - - + kg, the Lipschitz property

in Definition 2.1 expresses that the partial derivatives of order |3| = k satisfy

[Du(x) = Du(y)| < |ai —yil®, i=1,....d, (2.2)

for all x = (x1,..., % 1,2, Tix1,...,2q) and y = (1, ..., Ti_1,Yi, Tis1,-..,Tq) in RE If pis
an integer, this Lipschitz condition may be replaced by the requirement that the functions
u participating in (2.1) are p-times differentiable and have all partial derivatives of order p
bounded by 1 in absolute value.

The condition (2.2) ensures that |u(x)| < ¢ (1 + |2[P) for all z € R? with some constant
¢ > 0 depending on u, so that the integrals in (2.1) are well-defined and finite. Nevertheless,
for the finiteness of the supremum in (2.1) in the case p > 1, it is necessary to require that
the measures p and v have equal mixed moments up to order k, that is,

/xlfl-'-:xsddu(xl,...,md) :/ :L‘]fl---:xsddu(xl,...,md) (2.3)
R4 R4

for any collection of non-negative integers ki, ..., kg such that k1 4+ --- + kg < k. Indeed, fix
such a collection of integers, and consider for example the functions of the form

ug(z) = azh --'xsd, z=(x1,...,2q) € RY,
with parameter a € R. If a multi-index 8 has length |3| = k, then D%uy(x) — DPu,(y) = 0
for all z,y € R?, so that the inequality (2.2) is satisfied for any a, and thus all u, contribute
in the supremum (2.1). Moreover, the difference of the integrals in (2.1) for u = u, is equal
to the difference between the integrals in (2.3) multiplied by a. Since a € R is arbitrary, the
condition (2.3) is necessary for the finiteness of the supremum in (2.1).
As will be clarified in Remark 2.4 below, (2.3) is also sufficient for the finiteness of {, (1, V).



It makes sense to generalize Definition 2.1 by assuming that p and v are signed measures
on R? with equal total masses. Equivalently, consider the collection of all signed measures \
on R? such that A(R?) = 0 and [g, |z|P d|A|(z) < oo, where || denotes the variation measure
on the real line associated to A. For such measures, set

/ ud)\‘
Rd

where the supremum is taken over all functions w as in Definition 2.1 This quantity may
be called the Zolotarev norm of order p in view of the relation (,(u,v) = ||u — v||¢, (this
terminology is accepted in the case p = 1). As discussed above, the value ||A||¢, is finite if
and only if

[Allg, = sup

/ :L"fl---:csdd)\(xl,...,xd) =0
R4

for any collection of non-negative integers ki,...,kq such that k4 + --- + kg < k. This
generalization is motivated by smoothing inequalities toward bounding of {,(x,v) with the
help of measures which are not necessarily positive as explained later on in this work.

Within d-dependent factors, the condition (2.2) can also be stated as a Lipschitz property
of partial derivatives with respect to the Euclidean distance on R%. The following elementary
assertion will be much useful in further considerations.

Lemma 2.2. Let 0 < o < 1. A function u on R? has a Lip(a)-semi-norm at most 1 with
respect to every coordinate if and only if it has a Lipschitz semi-norm ||u||rip < 1 with respect
to the metric on R¢ defined by

d
poz(xay) = Z|:Liliyl’aa x:(xla"'axd)a y:(ylv"'ayd)ERd' (24)
i=1
In this case,
d
(@) —u(y)] <Y |ri—yl® < d'7E e -yt (<d]z—y|Y), (2.5)
=1

The improved dependence d'~2 will be mostly ignored in the further developments, and
only the simple bound d will be retained.

Proof. Without loss of generality, let y =0 and ; > 0,7 =1,...,n. Write
u(z) —u(0) = (u(xl,O, ...,0) —u(0,0,... ,O)) + (u(x1,x2,0, ooy 0) —u(xq,0,. .. ,O))
+...+ (u(ml, ceyXg1,2q) —u(x,. .. ,xd,l,O)).

If the functions x; — w(x) have Lip(a)-semi-norm at most 1 with arbitrary fixed (x;);,
t=1,...,d, then
u(z) —u(0)] < af +af +- - +ag < 73 |2

by Holder’s inequality, which is (2.5). Conversely, the first inequality in (2.5) immediately
implies the Lipschitz property of w with respect to every coordinate. ]



It will be of significant importance in the further developments to use smooth functions
in Definition 2.1. This is the content of the next lemma.

Lemma 2.3. In Definition 2.1, the functions u in the supremum (2.1) may be assumed to
be C'*°-smooth.

Proof. By (2.2) and the integral Taylor formula, any function u participating in (2.1) has
partial derivatives up to order k satisfying a pointwise bound

[DPu(e)] < c(1+]a)’, weR% 0< |8 <k (2.6)

for some constant ¢ > 0 which does not depend on = (when |3| = 0, put D’u = u). Given
€ (0,1], consider the convolution by the Gaussian kernel

1

2
W/Rdu(:p—y)e /2 gy, z e RY,

us(z) = (2me

which represents a C*°-smooth function. Thanks to (2.6), differentiation under the integral
sign leads to a similar representation for the partial derivatives

1

- Bule — ) e~ ¥1?/2e
@) g DPu(x —y)e dy.

DPu.(z) =
All DPu. with |8| = k have therefore Lip(a)-semi-norms at most 1 with respect to every
coordinate, so that the function u. is part of the supremum in (2.1). The Lipschitz condition
(2.2) again ensures that |u.(x)| < ¢(1+ |z|)P. As an application of the Lebesgue dominated
convergence theorem, u.(z) — u(z), and also [wuedp — [paudp, [ucdv — [paudy, as
£ — 0, for all probability measures y and v in B, (R%). In particular

‘/ ud,u—/ udy /usdp—/ U dv
Rd R4 Rd Rd

from which the conclusion follows. O

sup
0<e<1

Remark 2.4. As announced, this remark explains why the mixed-moment condition (2.3)
is sufficient for the finiteness of (,(u, ). Let u be a function participating in the supremum
(2.1) with p > 1 such that «(0) = 0. The multi-dimensional integral Taylor formula for u(x)
at zero indicates that

DB

u(z) = > 6“,(0) \BI / A= (DPu(te) — DPu(0))dt,  (2.7)
1<|8I<k ’ \ﬁl k

where for a multi-index 8 = (ki,...,kq), B! = ki!---kg!, and 2 = 2% ...

(z1,...,2q4) € RY If |B] = k, then, by Lemma 2.2, for any ¢ € [0,1] and 2 € RY,

kq _
T, for x =

‘D/Bu(tx) —Dﬁu(O)‘ < dltx|* < d|x]”.
In addition, |2%| < |z|*. Hence, the second sum in (2.7) does not exceed in absolute value

dk +1
|Bl=k '



Given probability measures p and v in 9, (R?) satisfying (2.3), both sides of (2.7) may be
integrated over these measures, and taking then the supremum over all admissible functions
u, it follows that

o) < T ([ aauta) + [ i) < o

which is the announced claim.

3 Relationship between Zolotarev and Kantorovich distances
Zolotarev distances may be compared to the more classical Kantorovich (transport) distances
W, as recalled in the introduction.

According to the notation p = k+«, if 0 < p < 1, then kK = 0 and « = p. In this case the
Definition 2.1 is simplified into

Glp,v) = sup‘/ udu—/ wdv
R4 R4

where the supremum is taken over all functions u : R? — R which have a Lip(«)-semi-norm
at most 1 with respect to every coordinate. It may additionally be required that «(0) = 0 so
that, by Lemma 2.2, |u(z)| < d|z|P, € R?. Hence

) < a( [ 1ol duta) + [ Lo avta)),

which is finite for all probability measures p, v in 9B, (R).
The quantity (3.1) may be recognized as a particular case of the transport Kantorovich
distance. With respect to a given metric p on R%, the latter is defined to be

Wip(p,v) = inf /Rd /Rd p(x,y) dr(z,y) (32)

(3.1)

where the infimum is taken over all probability measures 7 on R? x R? with marginals ; and
v. By the duality Kantorovich theorem applied to the metric space (R?, p) (cf. [9], [16]...),

Wip(p,v) = sup‘/ ud,u—/ udv
R4 R4

where the supremum is taken over all functions u : R¢ — R with Lipshitz semi-norms at most
1 with respect to the metric p. By Lemma 2.2, the latter expression is exactly (2.1) for the
metric p = p, = p, defined in (2.4). As a conclusion:

Proposition 3.1 (Zolotarev and Kantorovich distances when p < 1). If0 < p < 1, for all
probability measures p and v in B, (RY),

Cp(,ua V) = Wl,Pp (M? l/)'

Alternatively, the equivalent metric p,(z,y) = |z — y|P, 2,y € R% may be considered in
(3.2). However, p, is not a metric in the case p > 1, leading to the standard definition (1.1)
of the Kantorovich distances W),.



4 Modified Zolotarev distance V,

One negative property of the Zolotarev distance (,(u,v) with index p = k + o > 1 is that
it is infinite when the mixed-moment condition (2.3) is violated (which is a typical situation
for empirical measures, for example). This concerns any dimension; even on the real line,
Rio’s inequality (1.2) is useless when p and v do not have equal moments up to order k. In
order to avoid this moment restriction, it is convenient to modify the definition of Zolotarev
distances.

Definition 4.1 (Modified Zolotarev distance V,). Let p = k 4+« > 0. Given p and v in

L, (R, set
/ udu—/ udv
Rd Rd

where A, 4 is the collection of all k-times differentiable functions w : R? — R whose partial
derivatives up to order k are bounded by 1 in absolute value and such that the partial
derivatives of order k have Lip(«)-semi-norm at most 1 with respect to every coordinate.

Vo(p,v) = sup (4.1)

uEAnd

Given w in A, g, if p > 1, w itself is 1-Lipschitz, and if p < 1, Lemma 2.2 may be applied.
In any case, with p* = min(p, 1),

u(z) —u(y)| < dlz -y, z,yeR? (4.2)

Since it may additionally be assumed that «(0) = 0 under the supremum sign in (4.1), it
follows from (4.2) that |u(z)| < d|z[P" for all z € R?. Hence

V) < a [ au + [l ao)

which is finite on 3, (R?). In addition, by the very definition,

‘/p(:uv V) S CP(M7 V) (43)

with an equality sign for 0 < p < 1.

Similarly to Lemma 2.3, it may be assumed in Definition 4.1 that the functions w partic-
ipating in the supremum (4.1) are C*°-smooth.

In the case p > 2, Definition 4.1 can be simplified by involving partial derivatives of the
first and maximal admissible orders, only. Namely, define

/udu—/ udy
Rd Rd

where Kp,d is the collection of all k-times differentiable functions u : R* — R whose partial
derivatives of the first order are bounded by 1 in absolute value and such that the partial
derivatives of the order k have Lip(«)-semi-norm at most 1 with respect to every coordinate.

Vp(p,v) = sup
UGAp’d

Proposition 4.2. If p > 1, for all probability measures pu and v in B,p(RY),

Vot v) < Vplpyv) < Cpa Vplps,v) (4.4)

where Cp 4 > 0 only depends on p,d.



Proof. Tt is only necessary to explain the second inequality in (4.4) for p > 2. For simplicity,
consider the one-dimensional situation and the range 2 < p < 3 (in the general case, the
argument is similar to the one used in the proof of Lemma 5.2 below). Suppose that a
function u belongs to /~\p71, that is |[u/(2)] < 1 and |u"(z) — u"(y)| < |x — y|* for all z,y € R.
The task is to show that the second derivative u” is bounded. Given a < b,

/abu”(x) dx

Hence, for some point zg € [a,b], |u"(zg)] < %. By the Lipschitz assumption, for every
x € [a,b],

= [/ (b) —u'(a)] < 2.

2
W (@) < Ju"(wo)| + |z —wo|* < 7=+ (b—a)".
—a
Choosing a = x — 1, b = x 4 1, it follows that |[u”(x)| < 3. As a consequence, %u € Ap1, so
that (4.4) holds true with C); = 3. O

It may be mentioned to conclude this paragraph that, using the same ideas as in his work
[14], it is possible to sharpen Rio’s inequality (1.2) in terms of V), for compactly supported
measures on R, in the form

W2 (. v) < CuD Vy(u,v)

for every probability measures p, v € B,(R), p > 1, supported on a finite interval [a, b], where
D = max{1, (b — a)P~'} with some constant C}, > 0 depending on p only [3].

5 Periodic Zolotarev distance (;

The integrals in (2.1) of Definition 2.1 of the Zolotarev metric (, will be bounded if it is
additionally assumed that the functions u under the supremum sign are periodic. This is
due to the property that all such functions (being multiplied by (p, d)-dependent constants)
belong to the class A, 4 of the modified Zolotarev distances and thus admit the pointwise
bound (4.2) up to constants. As a result, another family of Zolotarev-type distances for the
class of compactly supported measures, actually equivalent to V},, may be emphasized.

Definition 5.1 (Periodic Zolotarev distance ¢ ). Let p =k + « > 0. Given two probability
measures 1 and v on the cube Q% = (=, 7r]d, define the periodic Zolotarev distance of order

p > 0 between these measures as
/ wdp — / udv
Q4 Q4

where M, 4 is the collection of all 27-periodic functions u : R? — R whose partial derivatives
of order k have Lip(«a)-semi-norms at most 1 with respect to every coordinate.
More generally, given a signed measure A on Q% with total mass A(R%) = 0, set

/dud)\‘. (5.2)

(5.1)

Cp(p,v) = sup
uGMp,d

Mg = sup
u p,d
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Here the periodicity property means that u(z + 27wm) = u(z) for all 2 € R? and m € Z¢.

Alternatively, (; is the Zolotarev-type metric in the space of all probability measures on
the d-dimensional torus (S')? = S! x --- x S!, identified with Q% = (—, 7]¢. It can be used
in order to metrize the topology of weak convergence on this space, for any fixed positive
value of p.

Similarly to Lemma 2.3, the functions u in the various suprema of Definition 5.1 may be
assumed to be C'*°-smooth. Moreover, it can be set that u(0) = 0. Then, by Lemma 5.2
below, for any = € Q¢,

lu(z)| < d|z|P < d**r  in the case p < 1,

whereas
lu(z)| < d(2m)*|z| < d®?x (2r)F  in the case p > 1.

Therefore
R

¢ < CpalAlry. (5.3)

If p > 1 is an integer, the requirement that a 2m-periodic function u belongs to the class
M, q is reduced to the point-wise bound |DPu(xz)| < 1 for all z € R? for any multi-index with
|B| = p. In fact, this property can be extended to all multi-indices of smaller lengths for any
value of p =k + a > 0.

Lemma 5.2. Given a function u in My 4, its partial derivatives up to order k are bounded
by (2m)* in absolute value. More precisely,

|DPu(z)| < (2m)F 1P 2 e RY, (5.4)
for any multi-index B such that 1 < |B| < k. Moreover,
|u(z) —u(y)| < d@2m)*|lz -y, z,yeR, (5.5)
where it is recalled that p* = min(p, 1).

Proof. In view of the 27-periodicity, assume that z,y € Q% = (-7, 7]% Let then u be 27-
periodic and k-times differentiable with |u® lLip(a) < 1 with respect to every coordinate,
where § = (ki1,...,kq) has length |5]| = k.

If0<p<1,then a =p, k=0, and there is no statement about the boundedness of the
derivatives of u. Moreover, (5.5) coincides with (2.5) of Lemma 2.2.

Assume next that p > 1, so that kK > 1. Note that all partial derivatives are 2m-periodic
functions. Fix a multi-index 8 = (ki,...,kq) with |5| = k, and choose an index i = 1,...,d
such that k; > 1. By the Lipschitz property of the k-th order partial derivative along the
variable x;,

’Dﬁu(xl,...,xi,...,xn)—Dﬁu(xl,...,yi,...,xn)‘

5.6
<z —wyi® < @2m)* < 27, z,y; € (—m, 7, (5:6)

for every fixed collection (z;);; of points in (—m,7]. Since DP~¢uy(z) is 27-periodic as a
function of z; (where e; denotes the i-th element of the canonical basis in R?),

T;=T

DPu(zx)dr; = DP~%u(x)

—T

= 0.

T;=—T0
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This implies that there is a point y; € (—m, 7] such that D%u(z1,...,v;,...,2,) = 0. Applying
(5.6) with this choice of y;, it follows that

|Dﬁu(x1,...,mi,...,xn)’ < om xzeQ’ (5.7)

Similarly, if k£ > 2, let k; > 1 in the case j # i or k; > 2 if j = 4. By periodicity,

™
Dﬁ_eiu(aﬁ) drj = Dﬁ_e"_efu(:v)‘?iiﬁ =0,
=
—T

and there is a point y; € (—m, 7] such that Df=¢iy(xy, ..., Yj,---,%n) = 0. Hence
z;
DP=Ciu(xy, ... yTjy .o L) = Dﬁu(xl, ey 2y, Tp) dZj.
Yj

By (5.7), the integrand here is bounded by 27 in absolute value, while the interval of inte-
gration has a length at most |z; — y;| < 27. As a consequence,

}Dﬂ_eiu(xl,...,:Uj,...,xn)’ < (2n)?, zeQ%

Repeating the process of decreasing of the components of 5 for any multi-index v of length
|v| =¢=1,...,k such that v < § component-wise, it holds true that

|DYu(z)| < (2n)* Y 2 e @l

Since 7 may be an arbitrary multi-index for a suitable (3, this gives the desired claim (5.4).
In particular, u has first order partial derivatives bounded by (27) in absolute value. To
reach (5.5), it remains to apply Lemma 2.2 with o = 1 to the function v = (27)%u. The
proof of Lemma 5.2 is complete. O

In the rest of this work, mostly the periodic Zolotarev metric ¢; will be studied. The
case 0 < p < 1 was actually investigated before in [5], [6], [7] where the periodic Kantorovich

metric
Ww(u,y) = Sup‘/ udu—/ udv
u Qd Qd

with the supremum running over all 27-periodic functions u on R? such that ullLipey < 1,
was considered. Here the metric p was of the form

)

plz,y) = w(llz —yl), zyeQ?,

for a given modulus of continuity w, where ||z|| denotes the shortest Euclidean distance from
z to 2nZ%. The particular case of the power function w(t) = t? then essentially leads to (e
(with a slight difference in definitions in dimension d > 2).
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6 Relationship between (; and V},

Modified and periodic Zolotarev distances are closely related as demonstrated by the following
statement.

Proposition 6.1 (Comparison between modified and periodic Zolotarev distances). Let p =
k+a > 0. For all probability measures . and v on Q%,

G psv) < (2m)F Vol v). (6.1)
Moreover, if these measures are supported on the cube [O,W]d, then
Volp,v) < Cpaplp,v) (6.2)

for some constant Cp, 4 > 0 depending on (p,d) only.
p7

Thus, ¢, and V,, are equivalent in the class of all probability measures supported on [0, 7T]d.

The first inequality (6.1) is a direct consequence of Lemma 5.2. The derivation of (6.2)
will be a consequence of the following technical result, which will also be needed to compare
these distances with ¢, in the next section.

Lemma 6.2. Given u in A, 4 with u(0) = 0, there exists a function u on R? such that

(i) u(z) = u(zx) for all x € [-F, Z]¢;
(it) for some c,q > 0 depending on (p,d) only, the function c, qu belongs to My 4.

Proof. For functions w on Q% = (—m, 7% of class Lip(c), 0 < a < 1, introduce the norm

[w|la = max |w(@)] + wllLip(a)-

It is well-known and readily verified that the space of all functions with finite || - ||,-norm
represents an algebra satisfying the multiplicative relation: For functions wy, wo,

lwrwzlla < [lwiflallws]a- (6.3)
As a first step, all partial derivatives of u € A, 4 up to order k have bounded || - ||o-norms
IDulle < Cpa, 0 <8 <k (6.4)

Namely, if p < 1, then ||lu||ripa) < d by Lemma 2.2, and therefore
lu(z)| < dlz| < BlPr, xeQl
Hence ||ul|lo < d + d*/?z, thus proving (6.4). In the case p > 1, by the assumption,

max |DPu(z)| < 1 (6.5)
zeQd

for any multi-index with 1 < |3] < k. Moreover, since HDﬁuHLip(a) < 1 along every coordinate
i=1,...,d, when |8| = k, again by Lemma 2.2,
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Thus || Dul|, < d + 1 leading to (6.4) in this case.
It is now necessary to investigate (6.6) for any 0 < |5| < k. By the multi-dimensional
integral Taylor formula at zero as in (2.7),

DBu(0)
a

uw(z) = u(0) + Z

1<|81<k

\BI / 1)1 (DPu(tz) — DPu(0))dt.
\m e’

If |3| = k, then, by (6.6), for any ¢ € [0,1] and x € Q,
|DPu(tz) — DPu(0)] < dl|tz|* < d**n.
Hence, using also (6.5) at z = 0 together with the assumption u(0) = 0, the Taylor formula

(6.7) yields
‘u(x)} < Z B |5|+d3/27r25| , xGQd’

1<|BI<k |Bl=k
which is bounded by a (p, d)-dependent constant. This extends (6.5) to the case |3]| = 0.

Now, let 1 < || < k — 1. The Taylor formula (6.7) may be applied to D?u in place of u
and with k& — |3| in place of k, which yields

Dfu(z) = DPu(0)+ ) Mﬁ
1<pI<k—ll
n Z |7| /0 t)\'y\fl (D5+’7u(tx) _ D5+7u(0))dt.

|v|=k— Iﬁl

In view of (6.5) and (6.6), this expression is also bounded on Q¢ by some (p, d)-dependent
constant. Similarly, by Lemma 2.2 applied with v = DPu, and using the general relation
V[l Lip, () < 27 [[v|lLip, (1), Where the Lipschitz property is understood along the i-th coordi-
nate, i = 1,...,d, it holds true that

B B
HD u”Lip(a) < d 1I22a<xd HD u”Llp

< 2md 11‘.2aX HD UHLlp@ (1)

< (27)%d DPAte <C
< (2m)? max, zné%{g\ u(z)| < Cpa,

which amounts to (6.4).

Now, take a C°°-smooth function 1 : (—m, 7] — [0,1] such that ¢ (t) = 1 for |t| < T and
P(t) = 0 for 3T < |t| < m, and define ¢4(z) = (21) - Y(2q), z = (21,...,34) € Q% This
function also satlsﬁes (6.4)

IDPglla < Cpa, 0<|8] <k, (6.8)
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for some Cp 4 > 0. Define then u(x) = u(z)yq(x), z € Q% which satisfies the requirement
(i) of the statement. As for (ii), first note that for p < 1, by (6.3),

[ulla < flulla ldlla < Cpa

where (6.8) and (6.4) have been used with |3]| = 0.
Finally, in the case p > 1, by the Newton binomial differentiation formula, for any multi-
index 8 = (kq,.. .,kd) with |,3’ =k,

D) = <’le> (Zj) DEreta) g () DET—00 k=) ()
- Z <IZ> (Z) DVu(z) DPVpy(a)

where the summation is performed over all integers ¢; = 0,1, ..., kg, that is, over all multi-
indices v < 8. Applying the triangle inequality together with (6.3), (6.4) and (6.8), it follows

that
- k k _
1%, < 3 () () 1Dl 107l < 242

Extending @ from Q¢ to the whole space R by 2m-periodicity, the extended function will be
continuous and k-times differentiable with HDBQZHQ < Cpa = 2’“037 4 Whenever |3] = k. The

proof of the lemma is therefore complete (with ¢, 4 = 5#) O
p,d

To conclude the section, it remains to prove (6.2) from Proposition 6.1. To this task,

assume that p and v are supported on the cube [, g]d (since the classes of functions u in
Definitions 4.1 and 5.1 are invariant under translation of the space variable). If u € A, 4,

take a function uw from Lemma 6.2 and then

‘/ ud,u—/ udy :‘/ ud,u—/ udv
R4 R4 Qd Qd

Taking the supremum on the left-hand side over all u € A, 4 yields (6.2).

< Cp,d C*(”a V)'

7 Relationship between ¢, and (,

This section is devoted to a comparison between the Zolotarev distance (;, of Definition 2.1
and the periodic Zolotarev distance (; of Definition 5.1.

As a first observation, by the very definitions,

C;(,U,, V) < Cp(luvy) (71)

for all probability measures p and v with support in Q.

For the finiteness of (,(u, ), it is necessary that all mixed moments of y and v coincide
up to order k. This condition is therefore necessary to reverse the preceding inequality (7.1).
The following analogue of Proposition 6.1 shows that ¢, and ¢, are equivalent in the class
of all probability measures on [0, 7]¢ under the mixed-moment condition (which is absent for
p<1).
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Proposition 7.1 (Comparison between Zolotarev and periodic Zolotarev distances). Let
p=k+a> 0. If the probability measures i and v are supported on the cube [0,7]% and have
equal mixed moments up to order k, then

Cp(lu'v V) S Cp,d C;(,uv V) (72)

where Cp 4 > 0 depends on (p,d) only. Equivalently, such a relation holds true for the norms
[Alle, and [[All¢s, if the signed measure A is supported on the cube [0, 7]¢ and has zero mived
moments up to order k (including the order zero).

Proof. It may be assumed that  and v are supported on the cube [, g]d (since the moment
assumption is stable under translations of measures on R%). Let then u : R? — R be a function
participating in the supremum (2.1) of Definition 2.1 of the Zolotarev distance (p(u, ), such
that u(0) = 0.

If p=k+ «a < 1, and therefore £ = 0, o = p, the function u is supposed to have a
Lipschitz semi-norm less than or equal to 1 with respect to every coordinate i = 1,...,d,

so that u € A, 4. In this case, Lemma 6.2 may be applied to construct a function u with
properties (i)-(ii), implying that
= ‘ iZd,u—/ U dv
_ T 7]d _ T m]d

‘/ ud,u,—/ u dv
Rd Rd 272 272

Taking the supremum over all u, the desired relation (7.2) is satisfied.
Now, let p = k 4+ « > 1, so that k > 1. Since u has continuous partial derivatives up to
order k, it satisfies the integral Taylor formula (6.7) at zero. That is,

ﬁu
u(z) = Yy b 5!(0) 27+ ) Qpx)2”, (7.3)

1<|B|<k B|=F

S Cp,d C*(ua V)'

where

_br

Bt Jo
The first sum in (7.3) defines a polynomial P = P(x) on R? of degree at most k, so that
Jga Pdpp = [pa P dv by the moment assumption. Hence, the second sum defines the function

Qs(z) (1 —t)lAI=1 (DPu(tz) — DPu(0)) dt.

By
v(z) = u(z) — Z D7u(0) z?

|
1<|8I<k A

/ud,u—/ udZ/:/ Ud,u—/ vdv. (7.4)
R4 R4 Rd R4

Necessarily, D(®v(0) = 0 for |8 < k. In addition, for every multi-index v with |y| = k,

satisfying

DBu(0)

Bl D72? = DVu(x) — DYu(0).

DVv(z) = DVu(z) — Z

1<|BI<k
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But, by the Lipschitz assumption on v in Definition 2.1 of ¢, and by Lemma 2.2,
|DYu(z) — DVu(y)| < dle—y|*
for all 2,y € R, whenever |y| = k. Therefore
|DVv(z) — DYo(y)| < dlz—y|* (7.5)

Thus, the Lip(«)-norms of partial derivatives of v of order k are bounded by d. In addition,
choosing y = 0,
|D(z)| < dlz|* < 7d?, =z € Q" (7.6)
so that these derivatives are bounded on the cube.
This is also true for all partial derivatives of v of orders smaller than k, which is due to

the property that D®v(0) = 0 for |8] < k. Indeed, fix 8 with |3| < k and apply Taylor’s
formula (7.3) to DPv in place of u and to k — |A| in place of k. This gives

DPy(z) = Z D/ﬂﬁv 7 + Z Z T, (x)z”
o<pizios =k—1 Ir1=k—1
where
T, ( M/ HNM=I DAYy () dt.

Since | + | =k, (7.6) yields |T,(x)| < ar L 7d? and the desired bound

max ‘DB ()| < Cpa, z e qQ’,
1BI<k

up to some (p, d)-dependent constant Cp, 4 > 0. In view of (7.5), C v belongs to Apg.

It remains to apply Lemma 6.2 to construct a function v such that v belongs to M), 4.

I’

Since v = v on [—7, 5} while p and v are supported on this cube,
‘/ vdu — vdy ‘/ vdu—/ vdr| < C’idgi(u,u).
Rd Rd z,z]d [-3.5]4

Recalling (7.4), it follows that | Jpawdp— [pau du‘ < Cz’d ¢y (1, v), from which the requested
claim follows. Proposition 7.1 is established. O

8 Fourier analytic bound for (; with integer p

This section introduces the Fourier analytic tools to control the periodic Zolotarev distances.
Namely, the aim is to bound C;(,u, v) in terms of the closeness of the Fourier-Stieltjes trans-
forms

fum) = [ @mduta), gum) = [ e avta), (5.1

of y and v on Q4 = (—, 7%, which will be sufficient to consider for integer vectors m € Z.
The section is concerned with the case of an integer index p > 1, which is somewhat
simpler.
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Theorem 8.1 (Fourier analytic bound for ¢; with integer p). Given two probability measures
p and v on Q%, for any integer p > 1,
1/2

) < d”zl(z o ) fy(m)!2> | (8.2)

m7#0 |’I’I’L

Equivalently, for any signed measure A on Q% with total mass zero,

- 1 D\ 12
Al < dQ(Z T | fa(m)] ) :
m##0

Proof. The task is to estimate the difference between the integrals in (5.1) of the Defini-

tion 5.1 of the periodic Zolotarev distance. Assuming that u € M, 4 is C*°-smooth, it may
be expanded into an absolutely convergent Fourier series

u(z) = Z am €™,z e Q. (8.3)
meZd
Integrating this equality over the measures p and v,
/ udu/ udyv = Z am (fu(m) — fu,(m)). (8.4)
Qd Qd meZad

By the smoothness property, Y, .z |m|®|am| < oo for any s > 0. Therefore, the series
in (8.3) may be differentiated term by term infinitely many times. So, for the p-th order

partial derivative v;(x) = 0%,u(z) along the variable z;, j = 1,...,d, there is a similar series
expansion ’
vj(z) = ¥ Z m? A €"F
meZd
which is absolutely convergent (where m = (m1,...,mg)). Hence, by the Parseval identity,
1 2 2p 2
ot o @ = 3 i o

meZd

Next, the Lipschitz condition may be used, that is |v;(z)| < 1 for all # € R, which yields

2
> m laml? <1

mezZad
for any j = 1,...,d. Summing over all j and using that m%p 4+ 4 mzp > dpl,l |m|?P, it
follows that
> mfP fam)* < a7 (8.5)
mezZd

Applying then Cauchy’s inequality, it holds true that

\ St (fu(m) — fulm)

meza

2
< ! Z L ‘f}t(m) - fu(m)‘2

2
o Iml*r

It remains to recall (8.4) and to take the supremum over all admissible functions u to complete
the argument. O
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With the help of Proposition 7.1, the following consequence may be stated.

Corollary 8.2 (Fourier analytic bound for ¢, with integer p). If the probability measures
and v are supported on the cube [0,7]% and have equal mized moments up to the order p — 1,
then

1/2
(s v) < Cp ( S o Lulm) —fu(m)\2> (8.6)
m#0

for some Cp, 4 > 0 depending on (p,d) only. Equivalently, for any signed measure A on [0, m)?
with zero mixed moments up to the order p — 1,

1 ) 1/2
[Alle, < Cp,d(Z Wlf/\(m)’ > :
m##0

Since the Fourier-Stieltjes transforms represent bounded functions on Z¢, the series (8.2)
and (8.6) are convergent for p > g. These series may be divergent for p < %, and a smoothing
argument will then be required for a further analysis. This dichotomy will be developed in
forthcoming sections and their applications to empirical measures.

9 Fourier analytic bound for (; with fractional p

This paragraph expands upon the previous one in the case of fractional values p = k+ « with
k > 0 integer and 0 < a < 1, leading to several technical issues.

Keeping the notation (8.1) for the Fourier-Stieltjes coefficients, there is a similar series

expansion for the k-th order partial derivative of u along the variable z;, j = 1,...,d, in the
form N
0 -k k im. d
vij(z) = Wu(x) =1 Z mj am ™",z € Q,
J meZa
which is absolutely convergent. Here as before, m = (mq,...,mg). Hence, for any h € R,

Uj (.’L’ + he]) —U; (.T — hej) = Qlk Z m‘l; am sm(m]h) e’irn-x7

mezd
where (e1,...,eq) denotes the canonical basis in R?. By the Parseval identity,
1 9 . .
7(2%)51 /Qd ’vj(:z + hej) —vj(z — hej)‘ dr = 4 Z m? |am |? s1n2(mjh).

meZd
Now, the Lipschitz condition |vj(x + he;) — v;j(x — he;)| < |2h|* yields
1
k .
Z m? |y |? sin(m;h) < 1 1282,
meZd
Choose here h = 2717 with £ = 1,2,... (fixed at this point), so that
1
Z m?k |am|? sin?(27 " mym) < < (2702

4

meZd



19

Moreover, restricting the sum to the range |m;| < 2¢ and using sin(t) > 2¢ for 0 <t < Z

yields the simpler bound

1
Z m§k+2 ‘am‘Q 476 < = (2f£ﬂ_)2a_
Im|<2¢

W

This inequality holds true for any fixed j = 1,...,d. Summing over all j’s leads to

SH

d
DD Lmyzanymi P lam 2470 < 2 (270

e

Jj=1mezd

The double sum on the left-hand side of the preceding inequality may be further restricted
to all vectors m € Z¢ with ||m|| = maxj<j<q|m;| < 2¢ in which case L{jm,|<2¢y = 1. Then,

interchanging the order of summation, it follows that

d
S (D)l at < St

[mlloo<2¢ ™ 5=1

IS8

Here the inner sum is greater than or equal to d=* |m|?*+2

to further restrict the outer sum yields

k
Z ’m|2k+2|am|2 4—6 < d 1 (2—677_)204.
Iml<2¢ 4
As one more weakening,
2k+2 2 4 dk+1 —£_\2a
ST P a4t < (2t
20-1<|m|<2¢

Under the new restrictions on m inside the sum, necessarily

|22 40 > 9U=D(@k42) 4=C _ gk y—k—1

so that
Z ‘am‘Q < 4kﬂ_2adk+1 4—])8‘
20-1<|m|<2¢
To simplify the right-hand side, it may be used that d*+! < dP*! and
2 2

« s
4k 200 _ 4P 200 _ 4P <7T ) 4P
s T —4 < 74

so that
Z |am|2 < g lp2gptl 4=pt,
20-1<|m|<2¢

. Using that ||[m|lec > |m/| in order
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Hence, by Cauchy’s inequality,
b
Z |am] | fu(m) — fu(m)] < o(p—1)/24(p+1)/2,. 2L

9.1)
7 (
20-1<m|<2¢ 2

where, for every £ =1,2,.. .,
N
= (X It = )
20-1<|m|<2¢
Now, let ¢ : [1,00) — (0,00) be a non-decreasing function such that
0 1 1/2

o< = ( ) < 0.2
q ; q(2%) (92)

Dividing and multiplying the right-hand side of (9.1) by 1/q(2¢~1), this inequality may be
rewritten as

Z ) 2p=1/2q+1)/27 /(201 bg

o2 o Wl = il < 2"

Performing summation over all £ > 1 and applying Cauchy’s inequality once more together
with the definition (9.2) yields

(3 anlSutm) )]

m#0

< tgtizez N Y Q(M | fu(m) = fu(m) ],

/=1 2271§|m|<2é

By the monotonicity with respect to ¢, q(2=!) < q(|m|) whenever 2=! < |m| < 2¢, and
similarly 4P > |m/|?P.

As a result, the following bounds (which are also applicable to the case of integer values
of p) may be stated. They are the analogue of Theorem 8.1 and Corollary 8.2 with the
additional weight q.

Theorem 9.1 (Fourier analytic bound for ¢; with fractional p). Given probability measures
p and v on Q¢, for any p > 0 and any non-decreasing weight function q satisfying (9.2),

. a(|m)) 2\ "2
G < A (X M ) — st (93
m#0
with A = 2% d"% wCy. Equivalently, for any signed measure X on Q® with total mass zero,

G < A(Z a(l !2” )\2>1/2.

1A
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Corollary 9.2 (Fourier analytic bound for (, with fractional p). Let p = k +a > 0. If the
probability measures i and v are supported on the cube [0,7]% and have equal mized moments
up to the order k, then for any non-decreasing weight function q satisfying (9.2),

1/2
Cp(%’/) < chp,d<z q Pp ‘fu fl/(m)|2> (9.4)

for some C,, 4 > 0 depending on (p,d) only. Equivalently, for any signed measure A on [0, 7]¢
with zero mired moments up to the order k,

q(jm)) 2\
||>‘HCp < CgCpd Z m 2P ‘fk(m)} :
m7#0

As for (8.2) and (8.6) in Theorem 8.1 and Corollary 8.2, the series (9.3) and (9.4) are
convergent for p > %l when choosing, for example, ¢(s) = log?(2s), s > 1.

10 Comparison between fractional and integer indices

The difference between the case of integer and fractional p in Theorems 8.1 and 9.1 of the
two preceding sections is of course questionable, and one may wonder whether it is possi-
ble to remove the g-weight from the inequality (9.3) in Theorem 9.17 The answer turns
out to be negative, and is deeply connected with embedding problems of fractional Sobolev
spaces among which are the Lipschitz classes Lip(«). The following makes evidence of this
obstruction, for simplicity in dimension one in the range 0 < p < 1.

Proposition 10.1. If 0 < p < 1, the inequality (8.2) of Theorem 8.1 may not hold with a
(finite) constant C' = C), in the class of all probability measures on Q = (—m, 7).

Some preparation and general facts will be helpful before addressing the proof itself.
The periodic fractional order Sobolev space WP" with parameters 0 < p < 1 and r > 1
is defined as the linear space of all complex-valued periodic functions u on the real line with

finite norm
™ Ju(z + h) — u(=)|" M
/ / T dz dh .

1 T , 1/7"
fulbwee = (57 [ tut@ras) "+ (rs

These norms are increasing for the increasing parameter r (hence getting stronger). That is,

llullwe.s < ||u|lwer, therefore WP" C WP* for s <r.

The limit r — oo yields the spaces W with norm |lulwr.c = ||ulco + |[ulLip(p), Where

lu(z +h) — u(@)| u(z) — uly)|

e = esssup, , oy

HuHLip(p) = €SSSupy p

Thus u € WP if and only if u has a finite Lipschitz semi-norm |[ul|pip(p)
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A natural question is whether WP" = WP*®?7 A negative answer was given, only recently,
by Mironescu and Sickel [13], who constructed several counter-examples. Some examples
are based on the Fourier series representations with lacunary coefficients and appeal to the
general theory described in [15]. Below, one such counter-example is described (the second
example in [13]) for the case s = oo and r = 2, which is closely connected to Proposition 10.1.

Namely, in the special important case r = 2, the corresponding fractional Sobolev norm
has a simple description in terms of the coeflicients a,, in the Fourier series representation

u(z) = Z ame™®, xR, (10.1)

Assuming that this series is convergent in L?(Q), for any h € R, there is the Fourier series
representation

u(x+h) —u(lx—h) = 2 Z am sin(mh) €™,

meZ
so that " s
2 ” sin2(mh)
_ 2 2
ullyr2 = <T;Z’am ) + <WT§Z|am| /_WUL’ZP'Hdh> :

Up to the factor 2 |m|?? for m # 0, the integral in the second sum equals folm|7r t=2r=1 sin%(t) dt,
which is bounded away from zero and infinity by p-dependent constants. Hence, if ag = 0,

[ullfype ~ Y [m|* |am|® (10.2)
m#0
within p-dependent factors.

Lemma 10.2. There exists a periodic Lipschitz function u in the class Lip(p) for which the
norm ||ullyyp.2 is infinite.

Proof. The series

o0

1. 1 .
u(z) = Z ﬁe’mmzzﬁeﬂ%, z € R,

m=2¢,0>1 (=1

is absolutely convergent and therefore defines a continuous periodic function on Q = (—m, .
However, the series (10.2) is divergent, meaning that v does not belong W»?2,
In order to explore the Lipschitz property, by the very definition of u, for all z,h € R,

uz+h) —u(@)| < 3 % eimh 1|, (10.3)
m=2¢

Using the inequality e — 1| < 2 min(1, [¢t[), ¢ € R, for any h € (0, 3),

> %wmh—ug% > omhr

m=2¢<1/h m=2¢(<1/h

—on Y 20 g
1<¢<log,(1/h)
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for some absolute constant ¢ > 0. Similarly, summing the geometric progression,

1 .
> Limoace ¥ oo
m:2e>l/hm m=2¢>1/h
1
— —pt p
=2 > 2 <
¢>logy(1/h)

The two bounds applied in (10.3) yield the desired property |u(z + h) —u(z)| < ¢,h?, h > 0,
that is u € Lip(p). O

Proof (of Proposition 10.1). An equivalent formulation of (8.2) is the relation
1/2

g <C ( > ‘mlpp \fx(m)f) (10.4)
m#0

in terms of the Fourier-Stieltjes transform fy(m) = fQ ™ d\(x), m € Z, in the class of all
signed measures A on ) = (—m, 7] with total mass A\(Q) = 0.

Recall that in (5.2) of Definition 5.1, the supremum may be taken over all C'*°-smooth,
2m-periodic functions u with Lipschitz semi-norm |u|/rip;,) < 1. In that case, the Fourier
series (10.1) is absolutely convergent, that is ), |am| < co. Integrating (10.1) over A and

using A\(Q) = 0 yields
/Qud)\ = Zamf,\(m).

m#£0

1A

Hence, (10.4) takes the form

sup
llullLipp) <1

3 onisr)] < € <n§)|m1|2p|fx(m)!2>l/ "

m##0

Equivalently (since fy(—m) = f,(m)), both sums may be restricted to positive m. So,
consider the relation

sup
llullLipp) <1

3~ antion] < € (3 s tnir)

m=1 m=1

up to the constant C' > 0. Putting b,,, = m™P fy(m), m > 1, the latter may be rewritten as

0 1/2
> mpambm’ <C < > |bm|2> . (10.5)
m=1

m=1

sup
”uHLip(p)Sl

It should be clear that all sequences of the form b, are dense in ¢? with respect to the
¢2-norm, since the same is true about the sequences (f(m))m>1. Hence, the best constant
in (10.5) is given by

0 1/2
C= wsup Cu), Cu)= (Zm2p|am|2> .
m=1

”u”Lip(p) <1

But C(u) is equivalent to the fractional norm ||u|y»2 as was emphasized in (10.2). Moreover,
C = oo according to Lemma 10.2. All together, this concludes the proof of Proposition 10.1.
O
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. . o s d
11 Application to empirical measures on the torus (p > %)

This section initiates the applications of the Fourier analytic bounds of the preceding sections
to empirical measures and their rates of convergence. Recall the periodic Zolotarev metric
(p from Definition 5.1.

The first statement is the result of the application of Theorems 8.1 and 9.1 to the empirical

measures
1 — 1 —
= — E 5X]-a Vp = — E 5Y17
n 4 n -
J=1 J=1

constructed over samples X = (Xj,...,X,) and Y = (Y3,...,Y},) of random variables (de-
fined on some probability space (£2,.4,P)) taking values in the torus Q.

Theorem 11.1 (Rate of convergence in Cp for p > g) Let Xq,...,Xn, Y1,...,Y, be random
variables in Q% such that the couples (X;,Y;) and (X, Yy) are independent for j # k, and
such that X; and Y; have equal distribution for every j =1,...,n. If p > %l, then

. C
B (G (ko) < =
where Cpq > 0 depends on (p,d) only. If X1,...,Xpn,Y1,...,Y, are independent and still
Xj and Y; are equidistributed for every j = 1,...,n, then a similar bound holds true for the
Y2-norm of the distance (tin, vn). If the random variables Xy, ..., X, are independent with
same law i, the inequality (11.1) also holds true for E(() (pin, it))-

(11.1)

Proof. The argument is similar to the one discussed in [5] and [7]. By the assumption, for

any m € 74,
1 . im-X; zm Y;
fﬂn ( ) an E Z )
7j=1
which represents, by the assumptions on the random variables X;,Y;, j =1,...,n, a normal-

ized sum of n uncorrelated (complex-valued) random variables with mean zero. Hence

E(‘f#n( an - 2 Z Zm.Xj B eszJ‘Q) S

S

An application of (8.2) with an integer p then leads to

) 24"z 1 \Y?  Cpa

m7#0

A similar inequality is also obtained on the basis of (9.3) for non-integer values of p when
choosing ¢(s) = log?(2s), s > 1.
The statement about the t5-norm means that

E((exp {epan G lum, vn)?}) < 2
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with some constants ¢, 4 > 0 depending on (p, d) only. It is explained in detail in [5].

For the last claim of the statement, note that the functional p — ¢ (fin, 1) is convex on
the space of all probability measures p on @Q?. If the random variables X1,...,X,,Y1,...,Y,
are independent with same law u, then E(1v,) = p and, by Jensen’s inequality,

Ey (G (ks vn)) = o (fhns 12)

where Ey means partial integration with respect to the sample Y = (Y7,...,Y},). Taking
another expectation with respect to X = (X1,..., X,,) yields E(¢;(tn, vn)) > E(C) (pn, 1))
It remains to apply (11.1). O

The rate (11.1) compares, within the range p > g, with the known rates of convergence
of empirical measures in Kantorovich distances W), [8], [10]. A specific feature however of
Zolotarev metrics is that that the standard rate ﬁ in Theorem 11.1 is actually optimal with
respect to the growing number n, in contrast with the picture for Kantorovich distances for
which smaller rates are possible (cf. [10], [12]...).

Proposition 11.2 (Minimal rate in (;). Assume that the random variables X1, ..., Xn,
Yi,..., Y, with values in Q% are independent with a common non-degenerate distribution .
Then, for any p > 0,

E(¢ (pnsvn)) > (11.2)

Sie

for some ¢ > 0 only depending on (p,d, ).

/ud,un/ udyy,
Q4 Q4

For any function w on the right-hand side, the random variables & = w(X;) — u(Yj),
j=1,...,n, are independent and identically distributed. In addition, they are bounded
by the constant C' = max; , [u(z) — u(y)| < d? (27)**! and have mean zero, according to
(5.5). By the Marcinkiewicz-Zygmund inequality,

Proof. By Definition 5.1,

n

Ej@a»mnw-
j=1

1
= — sup
n UEMp’d

C;(Nmyn) = Sup
UEMp,d

1 1/2
(g1 ++&l) > cE(Za), Zo = [Z(+-+&)]
actually holding with ¢ = -

in M, 4 such that

55 (cf. e.g. Lemma 3.4 in [4]). Pick up an arbitrary function u

S

o® = E(Ju(X1) — u(Y1)|?) = 2Var(&) >0

which is possible since p is not a delta-measure. Thus, E(C;(tn, vn)) > ﬁ E(Z,). By the
strong law of large numbers, Z,, — ¢ as n — oo with probability 1. Since also Z,, < C, by
the Lebesgue dominated convergence theorem E(Z,,) — o. Hence b = inf,,>; E(Z,) > 0 and

(11.2) holds true with ¢ = ﬁ b. O

Returning to the upper bound (11.1) of Theorem 11.1, (p therein cannot be replaced by
¢p for p =k + o > 1, since in general y,, and v, do not need to have equal moments up to
order k.
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12 Convolution of measures on the torus

This section, and the following ones, are concerned with smoothing of the Fourier analytic
bounds of Theorems 8.1 and 9.1. Indeed, the series therein might be divergent, and smoothing
arguments will allow for the restriction of the summation over m to a finite set (such as a
large cube), or to insert into the series a decaying factor at the expense of a reasonably small
error. This is achieved by applying the obtained Fourier analytic bounds to the convolved
measures.

The convolution operation may be defined in a canonical way on every (locally compact)
group including the torus (S')? = S! x --- x S!, the product of the circle with itself d times.
Identifying the torus with Q¢ = (—m,7]%, the convolution 7i = p * x of two signed measures
p and £ on Q% may be defined via the equality

/Qd“d” - /d/d“@«”fy) dp(x) dr(y) (12.1)

for all 27-periodic continuous functions u on RY. Equivalently, it is sufficient to consider
(12.1) for all exponential functions u(z) = €2, in which case this equality becomes

falm) = fu(m) fu(m), m ez, (12.2)

in terms of the associated Fourier-Stieltjes transforms.
If k is close to the delta measure &g at the origin in a weak sense, then i is close to u.
This property can be quantified in terms of the periodic Zolotarev distances (.

Lemma 12.1. Given two probability measures ju and . on Q%, for any p =k +a > 0,

G < den) [ o’ de(o), (12.3
where p* = min(p,1).

Proof. Given a function u in M, 4, apply the convolution definition (12.1) together with
Lemma 5.2 to get

‘/d“dﬂ—/cgd“d“‘ = '// (u(e +y) = ulx)) du(x) dr(y)
= /Qd /Qd |u(e +y) — u(z)| du(z) dr(y)

<@’ [ o)

It remains to take the supremum on the left-hand side over all admissible functions w. O

This lemma can already be used for the smoothing of the measures in Theorems 8.1 and
9.1, and thus for the replacement of f, and f, in the bounds (8.2) and (9.3) by the Fourier-
Stieltjes transforms fz and fy according to (12.2). In order to get rid of the constraint that
k is supported on the torus Q% and thus reach more flexibility, the following elementary
statement, apparently part of the folklore, will be helpful.
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Lemma 12.2. For any probability measure A on RY, there exists a unique probability measure
k on Q% such that
fir(m) = fo(m) for all m € 72 (12.4)

Moreover, for any r > 0,
/ |z|" dr(z) < / |z|" d\(x). (12.5)
Qd R4
The measure k will be called “the measure \ screwed on the torus”.

Proof. Define the map j : R = Z by n(2j — 1) < =z < 7(2j + 1), j = j(z). The map
U:R— (—m,7],U(x) = x—2mj(x), satisfies U (z) = z for z € (—m, 7] and |U(x)| < |z| for all
z € R. Next define the product maps Uy : R? — Q%, jg : R — Z9, jy(x) = (j(21),...,7(zq)),

Ug(z) = (U(a:l),...,U(a:d)) =z —2mj4(x), x=(x1,...,29) € R

Similarly, |Ug(z)| < |2| for all z € R
Denote by £ = A Ud_1 the image of A under the map U;. This measure is supported on
Q% and its Fourier-Stieltjes coefficients are given by, for every m € Z¢,

fﬁ(m) _ /deim.x d:‘ﬂ?(.’IJ) _ /]Rd eim~Ud(I) d/\(g;)
_ / ¢ @=2ma@) g3 (1) = / &M dN@) = fa(m).
R4

Rd

Hence (12.4) holds true. Since |Uy(z)| < |z|, = € R,
[ Jalran@) = [ st dx@) < [ Jal daa),
Q4 Rd R

and therefore (12.5) is also satisfied. Finally, the uniqueness of x follows from (12.4) and
the fact that the sequence (fi.(m)),,cz¢ determines this measure in a unique way. This is a
particular case of the Stone-Weiesrtrass theorem specialized to the torus (S')¢ and the family
of functions (z1,...,24) = 2" ... 20", m = (my,...,mg) € Z% The proof is complete. [

Combining Lemma 12.2 with Lemma 12.1 leads to the following further statement.

Lemma 12.3. Given a probability measure p on Q% and a probability measure X\ on R?, let
i = o x K where Kk is A screwed on the torus. For any p =k + « > 0, with p* = min(p, 1),

G p) < d(2m)* Rd\ﬂﬁlp* dA (). (12.6)

For the further purposes, since p* < 1, (12.6) may be simplified by Jensen’s inequality into

*

G < d@n( [ o) (12.7
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13 Smoothed Fourier analytic inequalities

Choosing a random vector Z in R? with distribution A and characteristic function h = fy
in Lemmas 12.2 and 12.3, and applying the triangle inequality for (7, the inequality (12.7)
yields

Cilp,v) < CD) + G p) + Gi(,v) < G, v) +2d (2m) E(]Z])” (13.1)

for all probability measures 1 and v on Q%, where it is recalled that p* = min(p, 1). Here,
according to (12.2) and (12.4), the convolved measures have Fourier-Stieltjes transforms

fa(m) = fu(m)h(m), fo(m) = fu(m)h(m) meZ?

Theorems 8.1 and 9.1 may then be applied to the couple (fz,7), and (13.1) then leads to
more general upper bounds on (;(x, 7). As in Section 9, the function ¢ : [1,00) — (0, 00) is

non-decreasing with
oo

0<) C, = (Zq(lﬂ))w < 0.

=0

Theorem 13.1 (Smoothed Fourier analytic inequalities for (e ). Let Z be a random vector

in R with characteristic function h. Given two probability measures 1 and v on Q%, for any
integer p > 1,

N p=1 h(m)|? 2\ /2 _
G v) < d% (Z )| ) = )| ) L2 E(Z). (132)
If p=k+ «a > 0 is not an integer, then for any non-decreasing positive function q on [1,00),

m 1/2 i
G (p,v <A<Z g(iml) A(m)|” |fu f,,(m)f) +2d(2m)PTE(1Z))" (13.3)

 ml2e

p+1

with A = 27 d27rC

In the case Z = 0, the statement reduces to Theorems 8.1 and 9.1. If p is not an integer,
a possible weight ¢ in (13.3) is given by q(s) = log?(2s), s > 1, which leads to an additional
logarithmic factor inside the sum.

These bounds are also applicable to the Zolotarev distance (;, according to Corollaries 8.2
and 9.2.

Corollary 13.2 (Smoothed Fourier analytic inequalities for (,). Let p = k + « > 0, and
let Z be a random vector in R® with characteristic function h. If pu and v are probability
measures supported on the cube [0, 7T]d with equal mized moments up to the order k, then for
any integer p > 1,

|7 ( 2\ 2
Cp.d Gppt v (Z ‘gp !fu ﬁ(m)\) +E(]Z]) (13.4)

m#0
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for some c, g > 0. If p=k +a > 0 is not an integer, then
q rm\ [ (m 2\ y
cpd Gp(pv) < Gy Z ’21, ‘fu fz/(m)’ +E(|1Z])" . (13.5)
m#0

The following addresses special choices of the random vector Z. One natural particular
choice of Z is the normal distribution with mean zero and covariance matrix v/¢I; in R?,
t > 0. In this case, E(|Z|) < v/dt and h(m) = e~tml/2 m e 74,

Corollary 13.3. Given two probability measures i and v on Q%, for any integer p > 1, for
any real t > 0,

A\ 12
Cp,d Gp (15 v <Z |m|2» | fu(m) = fu( )‘2€7t|m| > vt (136)

for some ¢, g > 0. If p=k + a > 0 is not an integer, for any real t > 0,

1/2
epd Gy (1, v) < C< q ,2p \fu fy(m)\Qe“m'Q) 12 (13.7)
m=#0

If u and v are supported on [0,7]¢ and have equal mized moments up to order k, then
similar bounds hold true for ¢, in place of ;.

Another natural choice is Z = %5 with parameter T" > 0 where ¢ is a random vector
in R? whose characteristic function is C?-smooth and supported on the cube [—1,1]¢. Such
distributions exist, and moreover, it may be required that E(|¢[)? = 12d. Since in this case
h(m) is supported on the cube [~T,T]¢, Theorem 13.1 yields the following corollary. When
m = (ma,...,mq) € Z%, ||m|lec = max(|mal,..., |ma|).

Corollary 13.4. Given two probability measures . and v on Q%, for any integer p > 1 and
any real T > 0,

1/2
cnaGy(u) < ( > s B )= fmf*)

1< m|loo

(13.8)

Nl

for some ¢, g > 0. If p=Fk + a > 0 is not an integer, for any real T > 0,

m 1/2
i <6 (X M - nmlf) +pe 039

1<m| oo <T

If i and v are supported on [O,ﬂ']d and have equal mized moments up to order k, then
similar bounds hold true for ¢, in place of (.

The range p < 1 in (13.9) was considered in [5], [6].

In conclusion of this section, some special aspects, and simplifications, of the preceding
bounds in dimensions d = 1 and d = 2 are emphasized, with respect to the corrections % and

1 . . . . .
7= in the smoothing inequalities (13.8) and (13.9) respectively.
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Start with dimension d = 1, and (8.2) of Theorem 8.1. If p > %, the smoothing in the
form (13.8) is actually not needed. In this case namely, for any 7" > 1,

1 1 C
S ) = fm)F <43 o <

m>T m>T

1

with some absolute constant C' > 0, so that (13.8) actually holds true with | instead
-2

T
of % on the right-hand side. A similar conclusion arises about (9.3) of Theorem 9.1 when

p > %4— e, € > 0, by choosing, for example ¢(s) = log®(2s), s > 1, with a corresponding
improvement of (13.9). If p = 1, the series in (8.2) is also convergent, but smoothing yields

the improved dependence in T' > 0 of the form % instead of % If 4 and v are supported

on [0, 7], a similar bound holds true for {; (without any moment restriction).

In the two-dimensional case, the series (8.2) of Theorem 8.1 is convergent as long as p > 1,
and the same is true about (9.3) of Theorem 9.1 for the choice, for instance, of ¢(s) = log?(2s),
s> 1. If p > 2, the smoothing in the form (13.8) is not needed as well since, for any 7' > 1,

1 2 1 C
Z W ‘fﬂ(m) _fu(m)l < Z m2p—1 < T2p2_2

[mlloo>T m>T

with some absolute constants C1,Cy > 0. Hence (13.8) can be sharpened to the form with
a factor % instead of % A similar conclusion can be developed on (9.3) of Theorem 9.1
when p > 2+ ¢, € > 0, by choosing ¢(s) = log?(2s), s > 1, leading to a corresponding
improvement. If p = 1, the series in (8.2) is not convergent, and smoothing is required in the
form of (13.8). If y and v are supported on [0, 7], a similar bound holds true for ¢; (again
without any moment restriction).

14 Exponentially decaying characteristic functions

Turning back to Lemma 12.3, the bound therein for p > 1 may or may not be satisfactory
in applications, and it would be more natural to replace the power p* = min(p, 1) with p. If
so, this would potentially give a much better approximation of p by the convolved measure
. However, towards this goal, the smoothing measure « should be allowed to be a signed
measure. In dimension one, such smoothing measures were discussed in [2], and used there to
derive some variants of Esseen’s inequality for the Kolmogorov distance between distribution
functions in terms of their Fourier-Stieltjes transforms.

A preliminary step within such an investigation is the (technical) construction of special
compactly supported probability distributions H whose characteristic functions h(t) decay ex-
ponentially fast “on average”. This is despite the fact that a pointwise bound |h(t)| < Ce™¢,
t > tg, is never possible with some positive constants ¢ and C' in this class of distributions.

Lemma 14.1. For any 0 < § < 7w and T > 0, there exists a symmetric probability measure
H = Hgp on the interval (—9,9) with characteristic function h satisfying

C _5T/5 c
< — < —
E |h(bm)| < 05 € , E |h(bm)| < 05 (14.1)
|m|>T/b mez

for all 0 < b < 1 with some absolute constant ¢ > 0.
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Proof. The second inequality is a particular case of the first one with T'= 0. Let Uy,...,U,
be independent random variables uniformly distributed in the interval (—1,1). The random
variable U = £ (Uy + -+ + U,) takes values in (—4,6), and its characteristic function

h(t) = E(eX) = (W)" teR,

satisfies

In(t)] < ((STH)" (14.2)

Assume first that 67" > 27 and choose n = [07/3]. Put Ty = [T'/b]. Since 6 < m,
necessarily % >T>2,80Ty> % . %. It also holds true that
oT Th 9
<

9 < p < 28 2
== 0T S b

For the proof of the last inequality, note that, since x = §7/3 > 2,

To_Th 3w
“n—1  b[z]—-1"

n—1
The latter fraction is maximized when 2 < x < 3, x — 3, so it does not exceed 3. In addition,

n 5T/3 1

b6 Ty — bé-%% 27

Using these estimates in (14.2) implies that

> nm)| =2 ) |h(dm)]

mI>T/b m=T
= 2 |n(bTy)| + 2 i |h(bm)|
m=To+1
<) e 5 ()
<9 (bg;o)njtz/: (1) at
=2(1+2) ()

m+9 efnlogQ
b ’

IN

2<1+%)2% <2

using that bd < 7. Since n > %T —1and %logQ > %, it follows that

h <4—— —
| |§>T/b| (bm)| < 5 € < 7 €
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which proves the first estimate in (14.1).
In the case 0T < 2w, take n = 2 and note that

ST fnm)] < Y abm)| = 1428, S =Y <W>2

|m|>T/b meZ m=1

Set mo = [7/bd] and split the last sum into two parts. First
<X /sin(bdm/2)\ 2 s
_ < 1 = < —.
m;( b m/2 ) —mz 0= %5

Secondly, since mg > 1 and therefore mg > 7=

2b6
2. /sin(bdm/2)\2 > 2 \2
Zl< bém/2 ) = Z (%)
mo mo—+1
4 >* 1
< G |, 2

4 8

< —.
(b(S)Q mo whd
Hence S < (m+ 2)& < 5 and 1+ 25 < 3. Therefore, using that 67 < 27, it follows that
13 sry5 —orys o 13 onss —srs _ 90 _srys
Z‘h(bm)‘gﬁe/e /gﬁe/e /<%e /5,

mEZ

This concludes the proof of Lemma 14.1. ]

A “continuous” variant of Lemma 14.1 where the sums are replaced with integrals is
discussed in [2]. The distributions H = Hp with § = 1 were used by Zolotarev in the proof
of the Esseen-type inequality for the Lévy distance between distribution functions.

15 Signed measures with several zero moments

Using the probability distributions from Lemma 14.1, it is possible to construct compactly
supported signed measures with additional special properties in terms of zero moments.

Lemma 15.1. For any 0 < § < 7w, T > 0, and an integer L > 1, there exists a symmetric
signed measure k on the interval (—8,8) with total variation norm ||k|rv < ¢ for some
absolute constant ¢ > 0, and such that

1
Kk(—6,8) = 1, / ttdr(x) =0, €=1,...,L. (15.1)
-6
In addition, its Fourier-Stieltjes transform k satisfies
c* —8T/5(L+1) c*
> |Rm)| < e .Y JRm)| < = (15.2)

|m|>T meZ
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Proof. Again, the second inequality in (15.2) is a particular case of the first one with 7" = 0.

If L =1, the measure kK = H from Lemma 14.1 does the job, due to its symmetry about
the origin. In the general case L > 1, with the identification of distribution functions with
measures, set

T T
k(z) = w1H<—) + 4 wL+1H<—)
bl bL+1
with some weights wq,...,wry1 € R and parameters 0 < by < --- < bry1 < 1. Then & is

supported on (—d,d) as a measure and has total variation norm

L+1

[klrv < Z|wi|- (15.3)
i=1

In addition, it has the Fourier-Stieltjes transform

L+1
k(m) = Zwih(bim), m € Z. (15.4)
i=1

Let b = minj<;<r41 b;, and take for H the measure from Lemma 14.1 with parameter 0T
in place of T' and with the same 0. Hence, applying (14.1) with b; in place of b, for every
i=1,....,L+1,

; € —bsT/5 ‘ o
|m|>ZbT/b.‘h(bzm)‘ < biée , mzez‘h(blm)‘ < bié‘

This may be weakened into

c _ c
D [nm)] < 55T abim)| < o

|m|>T mez

Hence, according to (15.4),

L+1
~ C  —bsT/5 )
|Z|>:T R(m)| < ;<e Z; |wi. (15.5)

Turn then to the condition (15.1), which is the same as

L+1 L+1 5
> w =1, <Zwibf>/ ' dH(z) = 0
i=1 i=1 -9

for all integers £ = 1,..., L. Although the moments of H are vanishing for odd values of ¢,
the request may be strengthened into

L+1 L+1

dwi=1, > wibl =0 (=1, L
=1 =1
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This is a linear system of L + 1 equations in L + 1 unknowns w = (w1, ..., wr+1), which can
be written in matrix form as Vw = e1, where V is the Vandermonde matrix

1 1 - 1
bi by -+ by
vi=| ;
WM b,
and e; = (1,0,...,0) (as a column). It has a non-zero determinant det(V') = J[,; (b; — b:),

so that V is invertible and w = V~'e;. For the choice, for example, of
)

b= —— i=1,...,L+1 15.6
o (15.6)

there is a universal collection w = (w1,...,wr4+1). In this case b = L%rl, and (15.3), (15.5)
yield the desired conclusions of Lemma 15.1 with some existing constants depending on L.

In order to quantify the dependence of the constants, the following result from [11] on the
inverse of the Vandermonde matrix will be useful: if the norm of a (L + 1) x (L 4 1) matrix
A = (a;j) is defined by

L+1
A= o, Sy
4l = e > Ja,
7=1
then
1 + [b;]

VY < :
| = 1§r?§aLX+1 jl;ll |bi — bj]

The choice (15.6) leads to

LH“ L+j+1
j=1, j#i 7=l
(L+2)--- (2L +2)
max s ; .
1<i<L+1 (L4+i+1) (i — 1)1 (L —i+1)!

— oL+ 1) (%jf)

||V_1|| < max
1<i<L+1

('2)
m L g 23(L-|—1)
1<i<L+1 L +7—1

after the bound (7) < 2" for the binomial coefficients. Since, for i =1,..., L + 1,

L+1
wi = (V7er)i = > (Vi = (V7

j=1
it follows that |w;| < [V < 234D hence

L+1
D fwil < (L4 1) [V < (L4 1) 230D,
=1

It remains to apply this bound in (15.3) and (15.5). The proof is complete. O
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A multi-dimensional variant of the preceding Lemma 15.1 will be needed in a form prop-
erly adapted for applications. Denote by kg = k% the product measure with marginal x from
Lemma 15.1 It has the Fourier-Stieltjes transform

Ra(m) = R(m1)---R(mg), m=(mq,...,mq) € Z%
Let 0 <0 <m, T >0, and let L > 1 be an integer.

Corollary 15.2. The product signed measure kq is supported on the cube (—8,0)%, has a
total variation norm ||kq||Tv < ¢ for some absolute constant ¢ > 0 and

ka((—0,0) / / Ol dR(e,. . xg) = 0 (15.7)

for all integers £; = 0,1, ..., L such that £; > 0 for at least one indexi=1,...,d. In addition,
for every p >0,

-~ 2 dL
3 [Km)[* <™ _sryswan) (15.8)

mP = T
lmloc 2T

Proof. Only (15.8) requires some details. For every i = 1,...,d, the part of the sum in (15.8)
covering the indices max;; |m;| < |m;| does not exceed, by (15.2),

|k (m 1 . .
2. Z( @pH\ )<= > R T Y [y
|m;|>T m e j#i |m|>T JEim;EL
1[I -~ -~
< Wl S5 g [T S fotons)
|| >T i m;EL
o et srysa
- T 5l
for some ¢ > 0. For the final bound, the latter expression should be multiplied by d. But
this factor can be absorbed in ¢** by choosing a larger constant c. O

16 Approximation by convolution with signed measures

On the basis of the analytic bounds produced in the previous sections, this paragraph ad-
dresses sharpenings of the convolution inequalities with signed measures.

Let 4 be a probability measure on the torus Q%, and recall the convolution 7 = p * &,
understood in the periodic sense (12.1). Using the signed measure x = k4 of Corollary 15.2,
the inequality (12.3) of Lemma 12.1 may be improved in the case p > 1.

Lemma 16.1. Let p = k+a > 0. Let s be a signed measure supported on (—9,0)%, 0 < § < T,
with total mass k(Q%) =1 and such that

/ zh .. -xsd dk(z) = 0 (16.1)
d

for any collection of integers k; > 0 satisfying 1 < k1 +---+kq < k. Then the signed measure
T satisfies
G (@ p) < de' 3 x| (16.2)
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Proof. Let u be a function in M, 4 of class C°°. By definition of the convolution zi = pu * &,

/Qd“dﬁ— /Qdudu = /Q /Q (u(z +y) — u(z)) du(z) di(y) (16.3)

using that x has total mass 1.

If p <1, then £k = 0, a = p, and (16.1) is not a restriction. By the assumption, the
function u has Lip(«) semi-norm at most 1 with respect to every coordinate. Hence, by
Lemma 2.2, for all z € Q% and y = (y1,...,vq) € (—6,6)%,

] (x+y) —u(z Z\yz\o‘<d5a

Using this bound in (16.3) yields (16.2) without the factor e.

Now, let p > 1, so that £ > 1. In order to bound the double integral in (16.3), apply a
multi-dimensional integral Taylor formula at the point x as in the proof of Proposition 7.1.
With the standard multi-dimensional notation,

u(z+y) —ulx) = Z Dg y? + ZQg (16.4)

1<|8I<k ' |8|=F
where 8
B
Qsly) = B

Due to the moment assumption (16.1), the integration of the formula (16.4) over & yields

|, () = @) ()
Qd

18| 181-1 8 _ps 8
( —t) DPu(z + ty) — DPu(z)) y” dr(y) | dt.
l;k B [/Qd(

1(1 — )AL (Dﬁu(x +ty) — Dﬁu(:v)) dt.

Since u € M, 4, the partial derivatives DPu of the order |3| = k have Lip(a) semi-norms
at most 1 with respect to every coordinate. Hence, by Lemma 2.2, for all t € [0,1], 2 € Q¢

and y = (y1,...,%q) € (—6,0)%,
|DPu(z + ty) — DPu( Z|tyz|o‘ < doe.
[F1 . yglfe < 6F for any multi-index 3 = (ki,...,kq) with |B] = k,

(u(z +y) — u(@)) di(y)| < do" |«
' /Q ‘ h mzk Bl

Since also |y®| = |y

Extending the summation in the last sum to all k; > 0, it may be bounded by e?. Finally,
applying this estimate to (16.3), Fubini’s theorem yields

’/ - udu’ < de 6 ||| 7y
d
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It remains to take the supremum over all admissible functions w in M, 4 to conclude the
argument. [

The following corollary is a simple consequence of (16.2) and the triangle inequality for
G-

Corollary 16.2. Under the assumptions of Lemma 16.1, the convolutions T = p * k and
U =vx*k of any two probability measures u and v on the torus Q% with k satisfy

Gmv) < G 7) +2de & ] oy (16.5)

17 Smoothing with the help of signed measures

This final technical section gathers all the preceding efforts to improve the remainder terms
in the smoothed Fourier analytic inequalities as stated in Corollary 13.4.

Given two probability measures ;¢ and v on the torus Q¢, consider their convolutions with
the signed measure Kk = kg4 from Corollary 15.2 with two parameters 0 < § < 7 and T > 0.

First assume that p > 1 is integer. Applying Theorem 8.1 to the measure A = 7 — ¥
together with the smoothing inequality (16.5) from Corollary 16.2 yields

1/2

Cluy) < d%l(z L fatm) —fu(m)}2> T 2de 57 || .
m#£0

|m|?
Here, the convolved measures have Fourier-Stieltjes transforms

fam) = fu(m)&(m),  fu(m) = fu(m)&(m), m ez’

Splitting the summation to the integer points m with ||m|| <7 and ||m||s > T, and using
|k(m)| < ||&||Tv for the first region and |f,(m)| < 1, |f,(m)] <1 for the second one, implies
that

1/2
. p=1 1 2
G < d ey X o ) - £
1<mlleo <T
- 1 )\ 12 .
lmloo>T
Next Corollary 15.2 may be applied leading to
. 1 ARG —6T/10(k+1) | sp
Cp.d Gy, v) < Z W ‘fu(m)—fu(m)} —i—ﬁe +0

1< Iml|ee <T

with some (p,d)-dependent constant c,4 > 0. A natural choice here is given by § = %,

leading to a sharpened form of the inequality (13.8) of Corollary 13.4 in which the remainder
term % is replaced with % A similar argument based on the application of Theorem 9.1

also works when p is not an integer.



38

The following theorem summarized the main conclusions for integer and fractional values
of p > 0. Recall that ¢ : [1,00) — (0,00) is a non-decreasing weight function with C; =

(X0 ﬁ)l/z < 0.

Theorem 17.1 (Improved smoothed Fourier analytic inequalities). Given two probability
measures (1 and v on Q%, for any integer p > 1 and any real T > 0,

1/2
aGu) < (5 i futm) — £ gt (7.1)
1<]Im||o<T
for some c,q > 0. If p=Fk + a > 0 is not an integer, for any real T > 0,
: a(m)) 2\, 1
i < (Y Ml - nmf) s 5. ary

1< |Imlloe<T

If i and v are supported on [O,W]d and have equal mized moments up to order k, then
similar bounds hold true for C, in place of (.

Strictly speaking, it should be assumed in the preceding statement that 1" > %, in which
case § < 7. But (17.1) and (17.2) are automatically fulfilled for 7' < % since the periodic
Zolotarev distances between probability measures are bounded by (p, d)-constants (cf. (5.3)).

. . . e d
18 Application to empirical measures on the torus (p < )

With the help of the improved smoothed inequalities of Theorem 17.1, the applications to
empirical measures may finally be developed, with the extension of Theorem 11.1 of Section 11
to the range p < %.

The notation are the same as in Section 11, with the empirical measures

1 & 1 &
Hn = nzl(sz’ Vp = nzl(syw
J= J=

constructed over samples X = (Xj,...,X,) and Y = (Y3,...,Y},) of random variables (de-
fined on some probability space (£2,.4,P)) taking values in the torus Q.

Theorem 18.1 (Rate of convergence in ¢ for p < % integer). Let Xi,...,X,,Y1,...,Y, be
random variables in Q? such that the couples (X;,Y;) and (X, Yx) are independent for j # k
and such that X; and Y; have equal distribution for every j =1,...,n. Suppose that p is an
integer. If 1 <p < g, then

* Cp7d
where Cp, g4 > 0 depends on (p,d) only, and in the case p = g (with even d),
. logn
E(Cp (Nm Vn)) < Cd (18.2)

Vi
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If Xq,...,Xn, Y1,..., Y, are independent and still X; and Y} are equi-distributed for every j,
then similar bounds hold for the 1a-norm of the distance (;(jin,vn). If the random variables
X1,..., Xy are independent with a common law jui, the same bounds hold true for E((, (pin, p1))-

Theorem 18.2 (Rate of convergence in (; for p < % fractional). Let Xi,...,X,,Y1,..., Y,
be random wvariables in Q such that the couples (X;,Y;) and (X, Yx) are independent for
J # k and such that X; and Y; have equal distribution for every j =1,...,n. Suppose that p
s mot an integer. If 0 < p < g, then

. logn
]E(Cp (Mnu Vn)) < Cp,d W ) (183)

where Cpq > 0 depends on (p,d) only. If X1,...,Xp,Y1,...,Y, are independent and still
X and Y; are equi-distributed for every j, then similar bounds hold for the s-norm of the
distance C;(,un,l/n). If the random wvariables X1,..., X, are independent with same law w,
the inequality (18.3) also holds true for E(C; (pin, it))-

In the critical case p = 4, the bounds (18.2) and (18.3) coincide, while in the general
situation with p < %, a non-integer value of p leads to the additional logarithmic term. For
the matter of comparison, the known estimates in Kantorovich distances (cf. [8], [10]) in the
range 1 <p < g are similar,

1
E(Wg(ﬂm l/n)) < C(p,d np/d )
with an additional logn factor when p = %l.
Proofs (of Theorems 18.1 and 18.2). As in the proof of Theorem 11.1, for any m € Z¢,
1 & . .
fﬂn (m) — an (m) —— Z (ezm-Xj _ ezm-Yj)

n
J=1

and
1 & , , 4
E(‘f#n(m) _ fyn(m)‘Q) _ EZ E(‘ezrmxj' _ ezm~Yj‘2) < E '
j=1

An application of (17.1) with 7' > 1 and an integer p leads to

1/2
wibGnr) < = (X im) o (184

1< mlleo <T

If p < g, the above sum is of the order

dzx T g dr d—2
T T gy T
1<fz|<T 1Z]%P 1 reP

leading to
1 a_ 1
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The choice T = n'/? yields the required inequality (18.1) in this case.
Ifp= %l, the sum in (18.4) is of the order of

dx T dr
/ o~ | T g~ les T
1<|z|eo<T |T|?P 1 reP

Cp,dE(C;(,Un,Vn)) < —logT+ —+

leading to

The same choice T' = n!/? yields the required inequality (18.2) in this case.
When p is not an integer, apply (17.2) with 7" > 1 to obtain a slightly weaker variant of
(18.4) with a weight ¢, namely

m /2
Cp,dE(C;(un,vn))SC"< > a D) L

2p /2
VI e ™ T

With the choice of g(s) = log®(2s), s > 1, using q(|m|) < ¢(T) < log?(2T) for the case p < &,
the desired inequality (18.3) is established with the same arguments as in the case of integer

values of p. When p = £, the above sum is of the order

bR
dx /T dr

q(|z|) —= ~ q(r) —.

/1 o 8D o~ [

The choice of the constant function ¢(s) =1 for 1 < s < T with 7' > 2 and ¢(s) = oo for
s > T, in which case the last integral is of the order logT', yields (cf. (9.2))

1
C? = <ClogT
! ;W‘) =

with some absolute constant C. Choosing T' = 2n'/¢ implies again (18.3).

The last claims of Theorems 18.1 and 18.2 follow as for Theorem 11.1. OJ
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