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Abstract. We revisit several results on exponential integrability in probability spaces and
derive some new ones. In particular, we give a quantitative form of recent results by Cianchi-
Musil and Pick in the framework of Moser-Trudinger-type inequalities, and recover Ivanisvili-
Russell’s inequality for the Gaussian measure. One key ingredient is the use of a dual
argument, which is new in this context, that we also implement in the discrete setting of the
Poisson measure on integers.

1. Introduction

The aim of this paper is to develop a number of upper bounds on exponential moments
of functions on the Euclidean and abstract probability spaces under certain smoothness-type
conditions. For the first motivating example, suppose that we are given a Borel probability
measure µ on Rn satisfying a logarithmic Sobolev inequality

(1)

∫
fefdµ ≤ c

∫
|∇f |2efdµ for all smooth f on Rn such that

∫
efdµ = 1

with some constant c > 0 depending on the measure, only. We note that here and all along
the paper, the integrals are understood over the whole region. Under this analytic hypothesis,
it was shown in [10] that the exponential inequality

(2)

∫
efdµ ≤

(∫
eα|∇f |2dµ

) c
α−c

,

holds true for all smooth f on Rn with
∫
fdµ = 0 and for an arbitrary value α > c. Here ∇f

is the gradient of f and | · | stands for the Euclidean length.
A classical example of (1) is provided by the standard Gaussian measure µ = γn with

density

φn(x) := (2π)−
n
2 e−|x|2/2,

for which c = 1/2 is optimal [39, 26]. More generally, according to the Bakry-Émery criterion

[4], the relation (1) with constant c = 1/(2ρ) holds for any µ with density e−V (x) satisfy-
ing Hess(V ) ≥ ρ > 0 (as a matrix). We refer the interested reader to the textbooks and
monographs [2, 1, 30, 27] for an introduction to the log-Sobolev inequality and its numerous
connections with other fields of mathematics (convex geometry, information theory, statistical
mechanics...).

In [10], the authors deal with a more general setting of a metric space X in place of
Rn and some ”derivation” operator in place of |∇f |. The inequality (2) also holds in the
discrete setting, for example, on a graph for an appropriate Dirichlet form in the associated
log-Sobolev inequality.
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Since c = 1/2 for the Gaussian measure, the admissible range of the parameter α is
(1/2,∞). As for the critical value, it was observed by Talagrand that

∫
efdγn <∞ whenever∫

e
1
2
|∇f |2dγn < ∞ (which is mentioned without proof in [10, after Corollary 2.2]). A quan-

titative form of this statement has been recently obtained by Ivanisvili and Russell [28], by
proving that

(3) log

∫
efdγn ≤ 10

∫
e

1
2
|∇f |2

1 + |∇f |
dγn for all smooth f with

∫
fdµ = 0.

This result nicely complements the family of inequalities (2) by dealing with the extremal
value α = 1/2.

A second closely related observation, which was another starting point of our investigation,
is due to Cianchi, Musil, and Pick. In [15, Theorem 1.1], it was shown that, if f has γn-mean

zero and satisfies
∫
e

1

κβ
|∇f |β

dγn < M for some β > 0 and M > 1, then with some constant
C(M) depending on M only, we have

(4)

∫
exp

{
|f |

2β
β+2

}
dγn < C(M)

as soon as

(5) κ ≤ κβ :=
1√
2
+

√
2

β
.

Here, the particular value β = 2 also leads to a refined form of Talagrand’s observation,∫
e|f | dγn < C(M), whenever

∫
e

1
2
|∇f |2dγn < M,

although (3) is more quantitative for such parameter β. In [16], Cianchi, Musil, and Pick
show improved bounds in the sense that the integrand of (4) has a faster growth, i.e. they
proved that if φ : [0,∞) → [0,∞) is an increasing function that diverges to ∞ as t→ ∞ with

a sufficiently mild growth, then
∫
exp

{
(|f |)

2β
β+2

}
φ(|f |)dγn < C(M). In a subsequent paper

[17], the same authors derive similar bounds under the constraint
∫
exp{κ′|Lf |β} dγn < M

in place of
∫
exp{ 1

κβ |∇f |β} dγn < M with a different exponent than 2β/(β + 2), and where
L = ∆− x · ∇ is the Ornstein-Uhlenbeck operator.

One of the main features of all these results is that they are dimension free, unlike the
Moser-Trudinger inequality in the Euclidean space over the Lebesgue measure. We refer
the reader to the introduction of [15, 17], or to the textbook [38] for more information on
Moser-Trudinger inequality, a historical presentation and references.

It is therefore natural to consider on the Euclidean space equipped with a probability
measure µ the following general exponential inequality

(6)

∫
efdµ ≤ F

(∫
G (|∇f |) dµ

)
for all smooth f with

∫
fdµ = 0,

where F,G : [0,∞) → [0,∞) are given non-decreasing functions. More general spaces may
also be involved in this family of Sobolev-type relations.

In this paper our aim is to establish inequalities of the type (6) in different settings including
the framework of the Γ2 formalism. First, under the so-called Γ2 condition (which is stronger
than the log-Sobolev inequality), and using the semi-group technique, we sharpen (2), by
proving a similar relation with a better exponent. Moreover, we obtain local inequalities for
the semi-group in place of the measure µ. Then, we extend the approach of [10] to the class
of sub-Gaussian measures under a weaker hypothesis in the form of a modified log-Sobolev
inequality. This will lead us to new exponential inequalities for measures with sub-Gaussian
tails like the ones with densities proportional to exp{−|x|p}, p ∈ (1, 2) (on each fibre).
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On the other hand, we introduce a simple and direct argument, essentially based on convex
duality, to recover the inequality (3) for the Gaussian measure, in a slightly modified form.
One interesting point is that, though being totally different, our approach leads to the same
conclusion as in [28]. We believe that one cannot improve such a relation (except for the
numerical constant 10). In Section 2 we give more on this intuition.

Our dual argument reveals to be robust enough to be able to give a quantitative form of
Cianchi, Musil, and Pick [15] for some range of the parameter β, namely β ∈ (

√
5 − 1, 2),

when κ = κβ. Finally, we will deal in the final section with the discrete setting.

2. Perturbation, stability, optimality and Reduction

This section is preparatory. Here, we first prove that the inequality (6) is stable under
bounded perturbation of the density of the probability measure µ. This property is com-
monly referred to as the Holley-Stroock perturbation result. Using the Caffarelli contraction
theorem, we also show that (6), being valid for the Gaussian measure, is extended to the
similar relation for any contraction of γn. Then we will show that the constraint

∫
fdµ = 0

can be changed, under mild assumption, into mf = 0, where mf is the median of f .
Finally, using Ehrhard’s rearrangement technique, we prove that the inequality (6) is by

essence one dimensional and may be further reduced to the half-line for the class of non-
decreasing functions satisfying f(0) = 0 (Hardy-type constraints), in some specific case.

2.1. Bounded perturbation. The main result of this section is the following:

Theorem 2.1. Given F,G : [0,∞) → [0,∞), where F is increasing, and let µ be a probability
measure on Rn satisfying ∫

efdµ ≤ F

(∫
G (|∇f |) dµ

)
for all smooth f such that

∫
fdµ = 0. Let ν be a probability measure absolutely continuous

with respect to µ with relative density h = dν/dµ such that a ≤ h(x) ≤ b for all x ∈ Rn with
some constants 0 < a < b <∞. Then, for any smooth f such that

∫
fdν = 0,∫

efdν ≤ F̃

(∫
G (|∇f |) dν

)
, F̃ (t) := 1 + bF (t/a), t ≥ 0.

The argument employs the following known lemma whose proof we give for completeness.

Lemma 2.2. Let Φ: R → R be a C1-convex function, and let µ a probability measure on R.
For any µ-integrable function f : R → R, such that Φ(f) is µ−integrable,∫

Φ(f) dµ− Φ

(∫
fdµ

)
= inf

t∈R

∫ (
Φ(f)− Φ(t)− Φ′(t)(f − t)

)
dµ.

Proof. For t ∈ R, by the Taylor expansion we have that∫
Rn

(Φ(f)− Φ(t)− Φ′(t)(f − t))dµ =

∫
Rn

Φ(f)dµ− Φ(t)− Φ′(t)

(∫
Rn

fdµ− t

)

≥
∫
Rn

Φ(f)dµ− Φ

(∫
Rn

fdµ

)
,

with equality if t =
∫
Rn fdµ.

□
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Proof of Theorem 2.1. Let f be a smooth function satisfying
∫
fdν = 0. Applying Lemma

2.2 (twice) to Φ(x) = ex, we have∫
efdν − 1 =

∫
Φ(f) dν − Φ

(∫
fdν

)
= inf

t∈R

∫ (
Φ(f)− Φ(t)− Φ′(t)(f − t)

)
dν

≤ b inf
t∈R

∫ (
Φ(f)− Φ(t)− Φ′(t)(f − t)

)
dµ = b

(∫
efdµ− exp

{∫
fdµ

})
.

Here, we used the convexity of Φ which ensures that Φ(f) − Φ(t) − Φ′(t)(f − t) ≥ 0. Since
exp

{∫
fdµ

}
≥ 0, it follows that∫
efdν ≤ 1 + b F

(∫
G (|∇f |) dµ

)
≤ 1 + b F

(
1

a

∫
G (|∇f |) dν

)
.

□

2.2. Stability by contraction. A probability measure µ on Rn is often said to be strongly
log-concave, if it has a log-concave density with respect to the standard Gaussian measure,
that is, when µ(dx) = e−V (x) dγn(x) with V convex.

Theorem 2.3 (Caffarelli [13, 14]). If µ is strongly log-concave on Rn, then there exists a
1-Lipschitz map T : Rn → Rn satisfying

∫
h(T ) dγn =

∫
h dµ for all bounded measurable

functions h on Rn.

In other words, T pushes forward γn to µ, or µ appears as image of γn under T . With the
help of this theorem, we obtain the following elementary, but useful result.

Proposition 2.4. Let F,G : [0,∞) → [0,∞) be non-decreasing and continuous, and let µ
be a strongly log-concave probability measure on Rn. Assume that for all smooth f with∫
fdγn = 0, it holds that ∫

efdγn ≤ F

(∫
G (|∇f |) dγn

)
,

then ∫
egdµ ≤ F

(∫
G (|∇g|) dµ

)
for all smooth g with

∫
gdµ = 0.

Proof. The hypothesis about γn is extended to all locally Lipschitz functions f with γn-mean
zero, in which case the modulus of the gradient may be defined by

|∇f(x)| = lim sup
y→x

|f(x)− f(y)|
|x− y|

, x ∈ Rn.

Let T be the Lipschitz map from Theorem 2.3, and let g be a smooth function with µ-mean
zero. Note that by a standard approximation argument, we can assume that g is bounded.
Then f = g(T ) is locally Lipschitz and satisfies, for all x ∈ Rn,

|∇f(x)| = lim sup
y→x

|g(Tx)− g(Ty)|
|x− y|

= lim sup
y→x

[
|g(Tx)− g(Ty)|

|Tx− Ty|
|Tx− Ty|
|x− y|

]
≤ |∇g|(Tx).
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Applying the exponential inequality to f with respect to γn, we get∫
egdµ =

∫
efdγn ≤ F

(∫
G (|∇f |) dγn

)
≤ F

(∫
G (|∇g|(T )) dγn

)
= F

(∫
G (|∇g|) dµ

)
.

□

2.3. Zero mean versus zero median. While the inequality (6) appears under the condition∫
f dµ = 0, it is useful to know if one may replace with a similar condition such as mf = 0,

where

mf := inf

{
t ∈ R : µ({x ∈ Rn : f(x) > t}) ≤ 1

2

}
denotes the maximal median of f under the measure µ. Here we describe one specific example,
in which the answer is affirmative. Namely, consider

F (t) = et and G(t) =
1

1 + t
et

2/2,

therefore dealing with the inequality (3) (but the computations to come can easily be adapted
to many other examples, including F and G as in (2) for instance).

Recall that a probability measure µ on Rn is said to satisfy the Maz’ya-Cheeger inequality
if there exists a constant c ∈ (0,∞) such that for all f smooth,

(7)

∫
|f −mf | dµ ≤ c

∫
|∇f |dµ.

As is well-known (see [33, 32]), this hypothesis may be equivalently stated in terms of the
isoperimetric-type inequality

min{µ(A), 1− µ(A)} ≤ cµ+(A),

relating the µ-perimeter µ+(A) = lim infε↓0 (µ(Aε) − µ(A))/ε to the µ-size of an arbitrary
Borel set A in Rn (where Aε denotes an ε-neighborhood of A). It is stronger than a Poincaré-
type, although in general it is not comparable to the log-Sobolev inequality for the measure
µ

Now assume that, for some a ∈ (0,∞),

log

∫
efdµ ≤ a

∫
G(|∇f |) dµ for all f with

∫
fdµ = 0.

Consider a smooth function g with mg = 0. Applying the latter inequality to f = g−
∫
gdµ,

we get

log

(∫
egdµ

)
≤
∫
g dµ+ a

∫
G (|∇g|) dµ.

By Maz’ya-Cheeger’s inequality (7),∫
gdµ ≤

∫
|g −mg | dµ ≤ c

∫
|∇g| dµ.

Therefore, since t ≤ 2et
2/2/(1 + t) for all t ≥ 0, we end up with

log

(∫
egdµ

)
≤ (a+ 2c)

∫
G (|∇g|) dµ.

The same argument in fact shows that the two conditions are equivalent in (3), at the
expense of some loss in the constant.
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2.4. Optimality in (3). Recall that the inequality (3) states that, for any f with
∫
fdγn = 0,

log

(∫
efdγn

)
≤ 10

∫
e|∇f |2/2

1 + |∇f |
dγn

We will develop an alternative approach, based on a dual convexity argument, leading to

log

(∫
efdγn

)
≤ 8

∫
e|∇f |2/2√

1 + (|∇f |2/2)
dγn.

Let us show that such choice of the function G(t) = et
2/2/

√
1 + t2/2 appearing in the inte-

grand on the right-hand side is essentially optimal. Restricting ourselves to the one dimen-
sional case, suppose that, for all bounded, locally Lipshitz functions f on the real line,

(8) log

(∫
efdγ

)
≤
∫
fdγ + F

(∫
ef

′2/2

H (f ′)
dγ

)
for some increasing functionH ≥ 1, where γ = γ1, and F is non-decreasing. For the particular
functions fN (x) = 1

2 (x ∧N)2, the left-hand side satisfies

log

(∫
efNdγ

)
≥ log

(∫ N

−N

dx√
2π

)
≥ log(2N)− 1,

while the right-hand side can be bounded above by

1

2
+ F

(
2

∫ N

0

1

H(t)
dt+ 1

)
,

since
∫
fNdγ ≤ 1

2

∫
x2dγ = 1

2 . Therefore, the inequality (8) cannot hold if 1/H is integrable

at infinity. This excludes, for example, H behaving like t(log t)1+ε for large t. Therefore,
heuristically the biggest admissible function H lies ”between” t and t log t at infinity. Observe
that the above example does not exclude an inequality of the type

log log

(∫
efdγ

)
≤ F

(∫
ef

′2/2

(1 + |f ′|) log(1 + |f ′|)
dγ

)
that we don’t know if it could hold, or not.

On the other hand, for H(t) = 1 + |t|, the above example shows that F (t) ≥ t in the
large, and therefore the logarithm is needed in the left hand side of (3), in contrast with the
inequality (2).

To conclude this section, we observe that for the special choice H(x) = 1, linear perturba-
tion of the quadratic example used above shows that an inequality of the form∫

efdγ ≤
(∫

ef
′2/2dγ

)2

could hold for all f with mean zero with respect to the Gaussian measure.

2.5. Reduction to dimension 1. In this section we show that, under mild assumption on
F and G, the inequality (6) for the standard Gaussian measure γn in dimension n holds if
and only if it holds in dimension 1 for γ1. Therefore, by essence this inequality for the stan-
dard Gaussian is one dimensional. To achieve this, one could use the localization technique
of Lovász and Simonovits [31] (see also [29, 22]). Here we will instead use the Gaussian
Rearrangement technique of Ehrhard [19, 20].
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Proposition 2.5. Let F,G : [0,∞) → [0,∞) be non-decreasing. Assume that G is convex
and that f is smooth. Then, the exponential inequality∫

efdγn ≤ F

(∫
G (|∇f |) dγn

)
,

∫
fdγn = 0,

holds in any dimension if and only if it holds in dimension n = 1 for the class of all non-
decreasing smooth functions f .

Remark 2.6. The same result holds if one replaces the left integral
∫
efdγ by

∫
H(f) dγn,

where H is non-negative.

Proof. The Gaussian rearrangement of a Borel set A of Rn is the half space

A∗ = {x1 > λ} ⊂ Rn,

where the number λ is chosen so that A and A∗ have the same Gaussian measure γn(A) =
γn(A

∗) = γ1([x1,∞)). Put Φ(x) =
∫ x
−∞ φ(t) dt, where φ denotes the standard normal density.

More generally, we define the Gaussian rearrangement of a measurable function f : Rn → R
as a non-decreasing function

f∗(x) := inf{a ∈ R : Φ(x1) ≤ γn({f ≤ a})}, x = (x1, x2, . . . , xn) ∈ Rn.

It is clear that f∗ depends only on the first coordinate. With a slight abuse of notation we
will write f∗ also for the function defined on the real line, i.e. f∗(x1) = f∗(x1, x2, . . . , xn) for
an arbitrary choice of x2, . . . , xn. The main feature of the Gaussian rearrangement is that f
and f∗ are equimeasurable, therefore∫

Rn

efdγn =

∫
R
etγn({f > t})dt =

∫
R
etγn({f∗ > t})dt =

∫
Rn

ef
∗
dγn =

∫
R
ef

∗
dγ1.

Moreover, for any non-decreasing convex function G : [0,∞) → R, the following Pólya-Szego
type inequality ∫

Rn

G(|∇f |) dγn ≥
∫
Rn

G(|∇f∗|) dγn =

∫
R
G(|f∗′|) dγ1

holds true for any smooth f . Since
∫
fdγn =

∫
f∗dγ1 = 0, assuming that the exponential

integral inequality holds in dimension n = 1, we get∫
Rn

efdγn =

∫
R
ef

∗
dγ1 ≤ F

(∫
R
G(|f∗′|) dγ1

)
≤ F

(∫
Rn

G(|∇f |) dγn
)
,

by the monotonicity of F in the last step. □

2.6. Reduction to the half line, monotone functions, and a Hardy-type inequality.
The aim of this section is to show that one can relate the one-dimensional version of the
inequality (6) to an inequality of Hardy type on the half-line. Furthermore, at the expense
of some loss in the constants, it is proved that in the one dimensional version of (6) one
can restrict oneself to monotone functions. For simplicity, we will only deal with symmetric
probability measures. We will use the following notation: given a function F on [0,∞),

(9) F2(x) := sup
{
F (x1) + F (x2) : x1, x2 ≥ 0, x1 + x2 = x

}
, x ≥ 0.

If F is non-decreasing, then F2(x) ≤ 2F (x), and if in addition F is convex, then necessarily
F2(x) = F (x) + F (0) for all x ≥ 0.

We say that µ (on the line) satisfies Hardy’s inequality if

(10)

∫ ∞

0
|f − f(0)| dµ ≤ A

∫ ∞

0
|f ′| dµ

for C1 functions f on the half-line with some constant A ∈ (0,∞).
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Lemma 2.7. Let F,G : [0,∞) → [0,∞) be non-decreasing and let µ be a symmetric prob-
ability measure on the line. Assume that for all non-decreasing smooth enough functions
f : [0,∞) → R,

(11)

∫ ∞

0
efdµ− 1

2
ef(0) ≤ ef(0)F

(∫ ∞

0
G(|f ′|) dµ

)
.

Then, for all smooth g : R → R with
∫
G(|g′|)dµ <∞,∫ ∞

−∞
eg dµ− exp

{∫ ∞

−∞
g dµ

}
≤ eg(0) F2

(∫ ∞

−∞
G(|g′|) dµ

)
.

Moreover, if µ satisfies the Hardy-type inequality (10), then, for all g with
∫∞
−∞ g dµ = 0,

(12)

∫ ∞

−∞
egdµ ≤ 1 + exp

{
A

∫ ∞

−∞
|g′| dµ

}
F2

(∫ ∞

−∞
G(|g′|)dµ

)
.

Remark 2.8. By symmetry, µ(−∞, 0) = µ(0,∞) = 1/2. This explains the factor 1/2
appearing in (11). Observe also that this inequality is invariant by changing f into f + c for
any constant c. The inequality (11) can be seen as an exponential Hardy-type inequality.

Proof. Fix g : R → R and assume without loss of generality that g(0) = 0. Applying Lemma
2.2 with Φ(x) = ex and t = g(0) = 0, we have∫ ∞

−∞
egdµ− exp

{∫ ∞

−∞
g dµ

}
≤
(∫ ∞

0
egdµ− 1

2
−
∫ ∞

0
g dµ

)
+

(∫ 0

−∞
egdµ− 1

2
−
∫ 0

−∞
g dµ

)
Define

f+(x) :=

∫ x

0
g′(t)1g′(t)>0 dt, f−(x) := −

∫ 0

−x
g′(t)1g′(t)<0 dt, x ≥ 0.

By construction, both f+ and f− are non-negative, non-decreasing, and satisfy g ≤ f+ on
the positive axis, while g(−x) ≤ f−(x) for all x ≥ 0. Furthermore, f ′+(x) ≤ |g′(x)| and
f ′−(x) ≤ |g′(−x)|, x ≥ 0, and for any measurable function H on the line, by symmetry of µ,∫ 0
−∞Hdµ =

∫∞
0 H(−x)dµ. Therefore, since x 7→ ex − x is increasing on (0,∞), we have∫ ∞

−∞
egdµ− e

∫∞
−∞ gdµ ≤

(∫ ∞

0
ef+dµ− 1

2
−
∫ ∞

0
f+dµ

)
+

(∫ ∞

0
ef−dµ− 1

2
−
∫ ∞

0
f−dµ

)
≤
(∫ ∞

0
ef+dµ− 1

2

)
+

(∫ ∞

0
ef−dµ− 1

2

)
where for the last inequality we used the fact that f± ≥ 0. Thanks to our assumption, we
finally get∫ ∞

−∞
egdµ− e

∫∞
−∞ gdµ ≤ F

(∫ ∞

0
G(f ′+)dµ

)
+ F

(∫ ∞

0
G(f ′−)dµ

)
≤ F2

(∫ ∞

0
G(f ′+)dµ+

∫ ∞

0
G(f ′−)dµ

)
≤ F2

(∫ ∞

0
G(|g′|)dµ+

∫ ∞

0
G(|g′(−x)|)dµ

)
= F2

(∫
G(|g′|)dµ

)
where we used that F2 is non-decreasing (which is a consequence of the fact that F is non-
decreasing). This proves the first part of the lemma.

For g : R → R with
∫∞
−∞ gdµ = 0 we have just proved that∫ ∞

−∞
egdµ ≤ 1 + eg(0)F2

(∫ ∞

−∞
G(|g′|)dµ

)
= 1 + e−

∫∞
−∞(g−g(0))dµF2

(∫ ∞

−∞
G(|g′|)dµ

)
.
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Hardy-type inequality (10) and the symmetry of µ guarantee that∫ ∞

−∞
|g − g(0)|dµ =

∫ ∞

0
|g(x)− g(0)|dµ+

∫ ∞

0
|g(−x)− g(0)|dµ ≤ A

∫ ∞

−∞
|g′|dµ.

Therefore ∫ ∞

−∞
egdµ ≤ 1 + e

∫∞
−∞ |g−g(0)|dµF2

(∫ ∞

−∞
G(|g′|)dµ

)
≤ 1 + eA

∫∞
−∞ |g′|dµF2

(∫ ∞

−∞
G(|g′|)dµ

)
leading to the second part of the lemma. □

We end this section by focusing on the Gaussian measure γ1 and the special case F (x) =
aebx − c for some constants a, b, c > 0. The lemma will be applied later on to G(x) =

ex
2/2/

√
1 + (x2/2), which amounts to considering the inequality (3) since G compares with

ex
2/2/(1+x). The choice of G is governed by the fact that it is convex increasing, a property

that is not shared by the map x 7→ ex
2/2/(1 + x) considered in [28].

Lemma 2.9. Let F (x) = aebx − c for a, b, c > 0 with a ≥ c, and let G : [0,∞) → [0,∞) be
non-decreasing convex function. Assume that the Gaussian measure γ1 satisfies∫ ∞

0
efdγ1 −

1

2
ef(0) ≤ ef(0)F

(∫ ∞

0
G(|f ′|)dγ1

)
for all smooth non-decreasing f : [0,∞) → [0,∞). Then, for any dimension n and any smooth
g : Rn → R such that

∫∞
−∞ gdγn = 0, the following inequality holds

(13)

∫ ∞

−∞
egdγn ≤ 1+ a exp

{
(d+ b)

∫ ∞

−∞
G(|∇g|)dγn

}
+ (a− 2c) exp

{
d

∫ ∞

−∞
G(|∇g|)dγn

}
with d :=

√
π
2 maxx≥0

x
G(x) .

Remark 2.10. Observe that if d = ∞, the right-hand side of (13) is infinite, and the
conclusion of the lemma is useless.

Proof. First we claim that the Hardy-type inequality (10) holds for γ1 with constant A =
√

π
2 .

To prove that this constant is best possible, we may use a result by Muckenhoupt [35]. Indeed,
this author proved that the best constant in (10) is

A = sup
r>0

er
2/2

∫ ∞

r
e−x2/2dx.

Now observe that ∫ ∞

r
e−x2/2dx ≤ 1

r

∫ ∞

r
xe−x2/2dx =

e−r2/2

r
.

Therefore, if we denote H(r) = er
2/2
∫∞
r e−x2/2dx, r > 0, we have

H ′(r) = rer
2/2

∫ ∞

r
e−x2/2dx− 1 ≤ 0.

In turn, the best constant is A = H(0) =
√

π
2 as announced.

Now Lemma 2.7 implies that∫
R
egdγ1 ≤ 1 + eA

∫
|g′|dγ1F2

(∫
R
G(|g′|)dγ1

)
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holds for all g : R → R smooth with
∫
gdγ1 = 0. Observe that, for F (x) = aebx − c,

F2(x) = F (x) + F (0) = aebx + a− 2c. Hence, the latter inequality reads∫ ∞

−∞
egdγ1 ≤ 1 + eA

∫∞
−∞ |g′|dγ1

(
aeb

∫∞
−∞ G(|g′|)dγ1 + a− 2c

)
≤ 1 + a exp

{
(d+ b)

∫ ∞

−∞
G(|g′|)dγ1

}
+ (a− 2c) exp

{
d

∫ ∞

−∞
G(|g′|)dγ1

}
.

The expected result follows from Proposition 2.5. □

3. Exponential inequality via Γ2 condition and semi-group

In this section we obtain some exponential inequality using the so-called Γ2-condition and
via semi-group techniques. Let us start by collecting some useful and well known facts on
the Γ2 calculus. We refer to [2], [1, Chapter 5] and to the excellent [5, Section 2] for more
details and comments.

3.1. Γ2 formalism. The general setting is given by an abstract Markov generator L, on
some probability space (X ,B, µ), associated to the semi-group (Pt)t≥0. We assume that L is
self-adjoint in L2(µ) and has domain D(L). We further assume the existence of a set A of
a good family of functions (see [1, Definition 2.4.2]). The set A is assumed to be contained
and to be dense in all Lp(µ), 1 < p < ∞, it is stable under the action of Pt, t > 0, and L
and also by composition by any C∞-smooth functions. Finally we assume that A contains all
constant functions and limt→∞ Ptf =

∫
fdµ for all f ∈ A.

For the Ornstein-Uhlenbeck process A may consist of all C∞ smooth functions with suc-
cessive derivatives slowly growing at infinity (i.e. such that |f | ≤ P at infinity, for some
polynomial P and the same for the derivatives). For a compact connected complete Rie-
mannian manifold and L = ∆+X, with ∆ the Laplace-Beltrami operator, and X a smooth
vector field (with no constant term), see below, A may consist of all C∞ smooth functions.

For non-compact Riemanian manifolds the situation is more complicated since compactly
supported C∞-smooth functions are not stable under Pt in general. We refer to [21] for more
on this issue.

Now, following P.-A. Meyer and Bakry-Émery, we introduce the ”carré du champs” oper-
ator

Γ(f, g) :=
1

2
(L(fg)− fLg − gLf)

and its iterated

Γ2(f, g) :=
1

2
(LΓ(f, g)− Γ(f, Lg)− Γ(g, Lf)) , f, g ∈ A.

For simplicity we write Γ(f) := Γ(f, f) and Γ2(f) = Γ2(f, f).
On a connected complete Riemannian manifold X =M , denote by dx and the Riemannian

volume element. For L = ∆ + ∇V , with V smooth enough and
∫
eV dx = 1, Γ(f) = |∇f |2

is the Riemannian length of the gradient. The Bochner’s Formula indicates that Γ2(f) =
Ric(∇f,∇f) + ∥Hess(f)∥22 where Ric is the Ricci tensor of M and ∥Hess(f)∥22 the Hilbert-
Schmidt norm of the tensor of the second order derivatives of f . The potential V (x) = −|x|2/2
in Rn corresponds to the Ornstein-Uhlenbeck semi-group.

Next we say that L has curvature ρ ∈ R (Γ2-condition) if

(14) Γ2(f) ≥ ρΓ(f), ∀f ∈ A.
As is well known the Ornstein-Uhlenbeck operator in Rn has curvature ρ = 1, the operator

L = ∆+∇V , on a manifold with Ricci curvature bounded below by R, has curvature bounded
below by ρ if R+∇∇V ≥ ρg where g is the Riemannian metric.
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One of the main feature of the above general framework is that it allows to prove similar
results in different settings (Rn, manifold etc.). One important property that illustrate this
fact is the commutation of the semi-group and the carré du champs operator. Indeed, it is
well-known that the curvature condition (14) is equivalent to saying that, for all f ∈ A, it
holds

(15) Γ(Ptf) ≤ e−2ρtPtΓ(f).

Also, the operator L satisfies in our general framework, the following integration by part
formula, for f, g ∈ A,

(16)

∫
fLgdµ = −

∫
Γ(f, g)dµ.

In most places, we may need that Γ represents a derivation. This is the case when L is a
diffusion, which means that, for any Φ: Rn → R, C∞ and any f = (f1, . . . , fn) ∈ An, it holds
that

L(Φ(f)) =
n∑

i=1

∂iΦ(f)Lfi +
n∑

i,j=1

∂2ijΦ(f)Γ(fi, fj).

Here ∂i, ∂
2
ij are shorthand notation for the first and second order derivatives with respect to

the i-th, i, j-th variables respectively. One crucial consequence of the diffusion property is
that

(17) Γ(Φ(f), g) =
n∑

i=1

∂iΦ(f)Γ(fi, g), f, g ∈ A.

The above diffusion property is satisfied by all examples given above.
Finally, we observe that, for diffusions, (15) is also equivalent to the stronger commutation

(18)
√

Γ(Ptf) ≤ e−ρtPt(
√

Γ(f)), f ∈ A.

3.2. Inequality (2) revisited. In this section we provide a semi-group approach, under the
Γ2 condition, of Inequality (2) that improves the exponent c

α−c . The result will however still
exclude the extremal value α = c. On the other hand, since it is classical that the curvature
condition Γ2 ≥ ρΓ, ρ > 0, implies the log-Sobolev inequality, our result deal with less general
situations than in [10] (there exist probability measures satisfying the log-Sobolev inequality
and not the Γ2 condition). Also, our result represents a local version (in the sense that it
involves the semi-group Pt) of (2), which, to the best of our knowledge, is new. In other
words, the approach in [10] is more robust while our approach by semi-group gives a stronger
statement.

Theorem 3.1. Let L be some Markov diffusion operator satisfying the curvature condition
Γ2(f) ≥ ρΓ(f), ρ > 0, for all f ∈ A. Then, for all f and all t > 0 the following inequality
holds

logPt(e
f )− Ptf ≤ cα(t)

(
logPt

(
eαΓ(f)

))
for all α > e2ρt+e−2ρt−2

2ρ(e2ρt−1)
with

cα(t) =

√
1− e−2ρt

2
√
2ρα

log

(
(eρtat − 1)(eρtat + 1 + a2t − e−2ρt)

(eρtat + 1)(−eρtat + 1 + a2t − e−2ρt)

)
and

a2t := 2ρα(e2ρt − 1).
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In particular, for any α > 1
2ρ and any f satisfying

∫
fdµ = 0, it holds∫

efdµ ≤
(∫

eαΓ(f)dµ

) 1
2
√
2ρα

log
√
2ρα+1√
2ρα−1

.

Remark 3.2. Since 1
2x log

(
x+1
x−1

)
≤ log

(
x2

x2−1

)
, we immediately get that

1

2
√
2ρα

log

√
2ρα+ 1√
2ρα− 1

≤ log
2ρα

2ρα− 1
≤ 1

2ρα− 1
.

The result above is therefore stronger than (2) as announced (recall that for the Γ2-condition
implies the log-Sobolev inequality (1) with constant c = 1/(2ρ), hence in our setting the
exponent in the right hand side of (2) is precisely 1

2ρα−1).

Proof. The second part of the theorem is a direct consequence of the first, in the limit t→ ∞
since limt→∞ Pte

f =
∫
efdµ and limt→∞ Ptf =

∫
fdµ = 0.

For the first part, observe that

logPt(e
f )− Ptf = −

∫ t

0

d

ds
logPt−s

(
ePsf

)
ds.

By the diffusion property, we have

− d

ds
logPt−s

(
ePsf

)
=
Pt−s

(
LePsf − ePsfLPsf

)
Pt−s (ePsf )

=
Pt−s

(
ePsfΓ(Psf)

)
Pt−s (ePsf )

.

Therefore,

logPt(e
f )− Ptf =

∫ t

0

Pt−s

(
ePsfΓ(Psf)

)
Pt−s (ePsf )

ds =

∫ t

0
Pt−s (hΓ(fs)) ds

where we set for simplicity h = ePsf/Pt−s

(
ePsf

)
, which is a density with respect to Pt−s, and

fs = Psf . Applying the entropic inequality (see e.g. [1, Chapter 1]), for any θ > 0, it holds
that

Pt−s(hΓ(Psf)) ≤
1

θ
EntPt−s(h) +

1

θ
logPt−s

(
eθΓ(fs)

)
where EntPt(f

2) := Pt(f
2 log f2) − Pt(f

2) logPt(f
2) denotes the entropy of f2 with respect

to Pt. Now the curvature condition implies (and in fact is equivalent to) the following local
log-Sobolev inequality (see e.g. [1, Theorem 5.4.7])

(19) EntPt(f
2) ≤ 2

ρ
(1− e−2ρt)Pt(Γ(f)).

At time t− s with f =
√
h, (19) reads

EntPt−s(h) ≤
1− e−2ρ(t−s)

2ρ
Pt−s(hΓ(fs)).

Therefore, for any θ > 1−e−2ρ(t−s)

2ρ it holds

Pt−s(hΓ(fs)) ≤
2ρ

2ρθ − 1 + e−2ρ(t−s)
logPt−s

(
eθΓ(fs)

)
≤ 2ρ

2ρθ − 1 + e−2ρ(t−s)
logPt−s

(
eθe

−2ρsPs(Γ(f))
)

=
2ρq(s)

2ρθ − 1 + e−2ρ(t−s)
log
(
Pt−s

(
eq(s)Ps(Γ(f))

))1/q(s)
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where for the second inequality we used the commutation property (15) and in the last
equality we choose θ so that

θe−2ρs = q(s) :=
α(e2ρt − 1)

e2ρ(t−s) − 1
.

This choice is licit as soon as α > e2ρt+e−2ρt−2
2ρ(e2ρt−1)

(which guaranties that θ > 1−e−2ρ(t−s))
2ρ ). Now

by Lemma 3.4, applied at time 0 and s, with p = α, we get

Pt−s(hΓ(fs)) ≤
2ρq(s)

2ρθ − 1 + e−2ρ(t−s)
log
(
Pt

(
eq(0)(Γ(f))

))1/q(0)
=

2ρq(s)/q(0)

2ρθ − 1 + e−2ρ(t−s)
logPt

(
eα(Γ(f))

)
.

Using the explicit expressions of θ and q(s) in terms of s, t, ρ, we conclude after some algebra
that

logPt

(
ef
)
− Ptf ≤ logPt

(
eαΓ(f)

)∫ t

0

2ρ(e2ρt − 1)

2ραe2ρs(e2ρt − 1) + (e2ρ(t−s) − 1)(e−2ρ(t−s) − 1)
ds.

The expected result follows from Lemma 3.6. The proof is complete. □

Remark 3.3. In the course of the proof, we could have used a cruder but shorter argument.
Indeed, by Jensen’s inequality

Pt−s

(
eθe

−2ρsPs(Γ(f))
)
≤ Pt−sPs

(
eθe

−2ρsΓ(f)
)
= Pt

(
eθe

−2ρsΓ(f)
)
.

Therefore, for θ = θ(s) = αe2ρs, we obtain (for α > (1− e−2t)/2ρ)

logPt(e
f )− Ptf ≤ logPt

(
eαΓ(f)

)∫ t

0

2ρ

2ρθ(s)− 1 + e−2ρ(t−s)
ds

= logPt

(
eαΓ(f)

)
log

(
2ραe2ρt

2ραe2ρt + 1
× 2ρα+ e−2ρt

2ρα− 1 + e−2ρt

)
(where the equality follows by computing explicitly the integral (changing variables u =
e2ρs(2ρα+ e−2ρt)− 1 (the denominator)). In the limit t→ ∞ the latter implies∫

efdµ ≤
(∫

eαΓ(f)dµ

)log
(

2ρα
2ρα−1

)

for any α > 1
2ρ which already constitutes an improvement with respect to (2), under the

curvature condition.

In the proof of Theorem 3.1 we used the following lemmas.

Lemma 3.4. Let L be a Markov diffusion operator satisfying the curvature condition Γ2(f) ≥
ρΓ(f) for some ρ > 0 and all f ∈ A. Let 0 ≤ s ≤ s′ < t. Then any f ∈ A non-negative
satisfies

(Pt−s′(e
q(s′)Ps′f ))

1
q(s′) ≤ (Pt−s(e

q(s)Psf ))
1

q(s)

where

q(s) =
p(e2ρt − 1)

e2ρ(t−s) − 1

with p > 0.
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Remark 3.5. Lemma 3.4 corresponds to some local hypercontractivity property that is usually
stated for the invariant measure µ in place of Pt, see [2, 1]. Some similar local version of
the hypercontractivity property already exist in [3, Theorem 3.1]. It is plain and somehow
classical that the statement of Lemma 3.4 is equivalent to what appears in [3, Theorem 3.1]1

but we need the specific form of the statement above that we could not find or directly derive
from [3].

Proof. Fix t and set ψ(s) = 1
q(s) log

(
Pt−s

(
eq(s)Psf

))
. Taking the derivative, we get, after

some algebra (using the diffusion property)

ψ′(s) = − q′(s)

q(s)2
log
(
Pt−s

(
eq(s)Psf

))
+
Pt−s

(
−LeqPsf + eqPsf [q′Psf + qLPsf ]

)
q(s)Pt−s

(
eq(s)Psf

)
=
q′(s)

q(s)2
1

Pt−s

(
eq(s)Psf

) (EntPt−s

(
eqPsf

)
− 4q

q′
Pt−s

(
Γ(eqPsf/2)

))
.

Our choice of q insures that
4q(s)

q′(s)
=

2

ρ
(1− e−2ρ(t−s))

so that, applying the local log-Sobolev inequality (19) at time t−s to f2 = eqPsf , we conclude
that ψ′(s) ≤ 0. The expected result immediately follows. □

Lemma 3.6. For any t > 0 it holds∫ t

0

2ρ(e2ρt − 1)

2ραe2ρs(e2ρt − 1) + (e2ρ(t−s) − 1)(e−2ρ(t−s) − 1)
ds

=

√
1− e−2ρt

2
√
2ρα

log

(
(eρtat − 1)(eρtat + 1 + a2t − e−2ρt)

(eρtat + 1)(−eρtat + 1 + a2t − e−2ρt)

)
with

a2t := 2ρα(e2ρt − 1).

Proof. Changing variables u = e2ρs, we observe that

It :=

∫ t

0

2ρ(e2ρt − 1)

2ραe2ρs(e2ρt − 1) + (e2ρ(t−s) − 1)(e−2ρ(t−s) − 1)
ds

=

∫ e2ρt

1

e2ρt − 1

u
[
2ραu(e2ρt − 1) + 2− e2ρt

u − e−2ρtu
]du

=

∫ e2ρt

1

e2ρt − 1

u2ct + 2u− e2ρt
du

where we set for simplicity ct := 2ρα(e2ρt − 1)− e−2ρt. Denote d2t :=
1
c2t

+ e2ρt

ct
so that

u2ct + 2u− e2ρt = ct

((
u+

1

ct

)2

− d2t

)
.

Changing again variables v = u+ 1
ct
, it follows that

It =
e2ρt − 1

ct

∫ e2ρt+ 1
ct

1+ 1
ct

dv

v2 − d2t
=
e2ρt − 1

ct

[
1

2dt
log

(
v − dt
v + dt

)]e2ρt+ 1
ct

1+ 1
ct

.

This leads to the expected result after some algebra. □

1and in fact the conclusion of the Lemma implies the curvature condition so that both properties are
equivalent
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3.3. Extension to Sub-Gaussian measures. As already mentioned, the main assumption
in the original approach of the inequality (2) in [10] is the log-Sobolev inequality. For the one

parameter family of measures µp with density Z−1
p e−|x|p on the line, say, with Z =

∫
R e

−|x|pdx,
it is known that a log-Sobolev inequality holds if and only if p ≥ 2.

In this section we make use of a different functional inequality in order to derive some
exponential integrability bounds in the flavour of (2) but for the measure µp, 1 < p ≤ 2.
Our approach is an extension of the proof of [10]. In particular the semi-group approach of
Theorem 3.1 cannot be applied as it is since we would need a commutation property similar to
(15) which does not hold for the diffusion semi-group associated to the measure µp, p ∈ (1, 2)
(the curvature condition only reads Γ2 ≥ 0).

We work on Rn but our result should extend to general diffusion as in Section 3.1. The
choice of Rn is motivated by the fact that, to the best of our knowledge, the modified log-
Sobolev inequality we are about to introduce has been studied and proved only in Rn (see
[23, 24, 8]).

A probability measure µ on Rn satisfies the modified log-Sobolev inequality with function
H : R → [0,∞) if there exists a constant c ∈ (0,∞) such that for all locally Lipschitz function
f : Rn → R the following holds

Entµ(f
2) ≤ c

∫ n∑
i=1

H

(
∂if

f

)
f2dµ

where ∂if = ∂
∂xi
f and

Entµ(f) :=

∫
f log fdµ−

∫
fdµ log

∫
fdµ = sup

{∫
fgdµ :

∫
egdµ ≤ 1

}
.

Similar to the log-Sobolev inequality, this is equivalent to

(20) Entµ(e
f ) ≤ c

∫ n∑
i=1

H

(
∂if

2

)
efdµ,

for all locally Lipschitz functions f . The terminology goes back to [9] in their study of the
concentration phenomenon for product of exponential measures, thus recovering a celebrated
result by Talagrand [40]. The second author and Ledoux introduced and considered (20) for
functions such that ∂if/f ≤ κ < 1 which amounts to taking H(x) = 2x2/(1 − κ) if |x| ≤ κ
and H(x) = ∞ otherwise.

The same authors proved (20) for the family of measures µp, with p > 2 (they consider
also measures of the form e−V with V strictly uniformly convex), and H(x) = cp|x|q with q =
p−1
p ∈ [1, 2] the conjugate of p. Such inequalities are equivalent to q-log-Sobolev inequalities

that are studied in depth in [11].
The case p ∈ (1, 2) was considered by Gentil, Guillin and Miclo [23] who established a

modified log-Sobolev inequality for µp when p ∈ (1, 2), withH that compares to max(x2, |x|q),
q = p−1

p > 2. The same authors extended their result to a wider class of log-concave

measures on the line, with tail behavior between exponential and Gaussian [24]. Another
approach, based on Hardy-type inequalities, was proposed in [8]. For more results related to
the measures µp, p ∈ (1, 2), we refer the reader to [18, 37].

We are now in position to state our theorem.

Theorem 3.7. Assume that the probability measure µ on Rn satisfies the modified log-Sobolev
inequality (20) with a non decreasing convex function H : R → [0,∞) vanishing at the origin
(and constant c). Assume furthermore that x 7→ H(

√
x) is also convex. Then, for all locally



16 ALI BARKI, SERGEY G. BOBKOV, ESTHER BOU DAGHER AND CYRIL ROBERTO

Lipschitz function f : Rn → R with
∫
fdµ = 0, the following inequality holds∫

efdµ ≤

(∫
exp

{
α

n∑
i=1

H

(
∂if

2

)}
dµ

) c
α−c

for all α > c.

Remark 3.8. The classical log-Sobolev inequality corresponds to H(x) = x2. We therefore
recover the result of [10] (for Rn).

For the measure µp, p ∈ (1, 2) mentioned above, one can prove (20) [23, 8] with H that

compares to max(|x|q, x2), with q = p−1
p > 2 the conjugate of p. At the price of changing the

constant c, it is easy to construct an other H that satisfies the assumption of the theorem
for µp for which the conclusion applies.

By mean of (20) for more general log-concave measures with tail between exponential
and Gaussian [24, 8] the conclusion of the theorem can also be extended to such a class of
probability measures.

It should be noticed that, except for the Gaussian measure, the optimal constant in In-
equality (20) is not known. Therefore the constraint α > c might be sub-optimal.

Proof. We follow [10]. Fix λ, α ≥ 0. Using the variational characterization of the entropy
Entµ(e

λf ) = sup{
∫
eλfgdµ :

∫
egdµ = 1}, we get, for

g = α

n∑
i=1

H

(
λ

2
∂if

)
− log

∫
exp

{
α

n∑
i=1

H

(
λ

2
∂if

)}
dµ,

Entµ(e
λf ) ≥ α

∫
eλf

n∑
i=1

H

(
λ

2
∂if

)
dµ−

∫
eλfdµ log

∫
exp

{
α

n∑
i=1

H

(
λ

2
∂if

)}
dµ.

On the other hand, the modified log-Sobolev inequality (20) applied to λf ensures that

α

∫
eλf

n∑
i=1

H

(
λ

2
∂if

)
dµ ≥ α

c
Entµ(e

λf ).

Therefore, for α > c,

Entµ(e
λf ) ≤ c

α− c

∫
eλfdµ log

∫
exp

{
α

n∑
i=1

H

(
λ

2
∂if

)}
dµ

The rest of the argument is Herbst’s argument. Set G(λ) :=
∫
eλfdµ and observe that

Entµ(e
λf ) = λG′(λ)−G(λ) logG(λ)

so that the inequality above can be recast as

G′(λ)

λG(λ)
− log(G(λ))

λ2
=

d

dλ

(
1

λ
logG(λ)

)
≤ c

α− c

1

λ2
log

∫
exp

{
α

n∑
i=1

H

(
λ

2
∂if

)}
dµ.

Now introduce, for x ≥ 0, ω(x) = supt>0
H(tx)
H(t) hence it follows that:

d

dλ

(
1

λ
logG(λ)

)
≤ c

α− c

β(λ2)

λ2

with

β(λ) := log

∫
exp

{
αω(

√
λ)

n∑
i=1

H

(
∂if

2

)}
dµ.
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Since H(
√
x) is convex, it is easy to check that ω(

√
x) is convex and therefore that β is also

convex. Since ω(0) = 0 (H vanishes at 0), the map t→ β(t)/t is non-decreasing and therefore

β(λ2)

λ2
≤ β(1) = log

∫
exp

{
αω(1)

n∑
i=1

H

(
∂if

2

)}
dµ = log

∫
exp

{
α

n∑
i=1

H

(
∂if

2

)}
dµ

since ω(1) = 1. Integrating the differential inequality, we obtain

logG(1)− lim
λ→0

1

λ
logG(λ) ≤ c

α− c
β(1)

which leads to the desired conclusion since limλ→0
logG(λ)

λ =
∫
fdµ = 0. □

3.4. Exponential integrability of second order. In [17] the authors are interested in
the following second order type exponential integrability. They prove that, given β ≥ 1 and

M > 0, all f smooth enough, with
∫
fdγn = 0, and such that

∫
e(

β
2
|Lf |)βdγn ≤M satisfy∫

e|f |
β
dγn ≤ C(M)

for some constant C(M) (independent of f), where L = ∆− x · ∇ is the Ornstein-Uhlenbeck
operator. In this section, we give a quantitative version of this statement in the special case
β = 1. Our result extends [17] (for β = 1) to the class of measures on Rn that satisfy the
log-Sobolev Inequality (this class is larger that the set of all strongly log-concave probability
measures considered in [17]) and to the general framework allowed by Γ2 formalism. Our
result reads as follows.

Theorem 3.9. Let L be some Markov diffusion operator reversible with respect to some
probability measure µ. Assume that µ satisfies the following log-Sobolev inequality

(21) Entµ(e
f ) ≤ c

∫
efΓ(f)dµ

for some c ∈ (0,∞) and any f smooth enough. Then, for any α > c and any f with∫
fdµ = 0, the following inequality holds

log

∫
efdµ ≤ c

α− c

∫
eα|Lf |dµ.

Moreover we have:

log

∫
e|f |dµ ≤

(
c

eα
+ log 2 +

2c

α− c

)∫
eα|Lf |dµ.

Remark 3.10. For the Gaussian measure c = 1/2. The constraint α > 1/2 agrees with the
optimal threshold β/2 = 1/2 of [17].

Proof of Theorem 3.9. By the diffusion property, Γ(ef , f) = efΓ(f) so that the integration
by parts formula ensures that

∫
efΓ(f)dµ =

∫
Γ(ef , f)dµ = −

∫
efLfdµ. In particular, the

log-Sobolev inequality can be recast as

Entµ(e
f ) ≤ c

∫
ef (−Lf)dµ.

Next, if f is such that
∫
efdµ = 1, the entropic inequality ensures that, for any t > 0,∫
ef (−Lf)dµ ≤ 1

t
Entµ(e

f ) +
1

t
log

(∫
e−tLfdµ

)
.
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It follows that for any t > c

Entµ(e
f ) ≤ c

t− c
log

(∫
e−tLfdµ

)
.

In turn, applying this to λf , the following inequality holds by homogeneity

Entµ(e
λf ) ≤ c

t− c

∫
eλfdµ log

(∫
e−tλLfdµ

)
, λ ∈ [0, 1].

Set as usual H(λ) =
∫
eλfdµ. Then the latter reads

λH ′(λ)−H(λ) logH(λ) ≤ c

t− c
H(λ) log

(∫
e−tλLfdµ

)
.

Dividing both sides by λ2H(λ) as in the usual Herbst’s argument, we obtain

d

dλ

(
logH(λ)

λ

)
=

H ′(λ)

λH(λ)
− logH(λ)

λ2
≤ c

t− c

1

λ2
log

(∫
e−tλLfdµ

)
, t > c.

Jensen’s inequality log
(∫
e−tλLfdµ

)
≤ λ log

(∫
e−tLfdµ

)
would not be enough to make the

right hand side integrable at 0 (with respect to λ). To overcome this lack of integrability, we
will expand the exponential, taking advantage of the fact that

∫
Lfdµ = 0 by reversibility

(thus making the right hand side of order
∫
(Lf)2dµ when λ → 0). More precisely, we have

for any λ ∈ (0, 1]

1

λ2
log

(∫
e−tλLfdµ

)
=

1

λ2
log

(
1 +

∞∑
k=2

(−tλ)k

k!

∫
(Lf)kdµ

)
(since

∫
Lfdµ = 0)

≤
∞∑
k=2

tkλk−2

k!

∫
|Lf |kdµ (since log(1 + x) ≤ x)

≤
∫
et|Lf |dµ.

Finally, we get

d

dλ

(
logH(λ)

λ

)
≤ c

t− c

∫
et|Lf |dµ

which leads to the first desired conclusion after integration from λ = 0 to λ = 1 since

limλ→0
logH(λ)

λ =
∫
fdµ.

The second part of the theorem is a consequence of the first. Given f with
∫
fdµ = 0, set

f+ = max(f, 0) and f− = max(−f, 0). Then, since log(a + b) ≤ log a + log b + log 2 for all
a, b ≥ 1, the first part of the theorem applied twice by scaling argument implies that

log

∫
e|f |dµ ≤ log

(∫
ef+dµ+

∫
ef−dµ

)
≤ log

(∫
ef+dµ

)
+ log

(∫
ef−dµ

)
+ log 2

≤
∫
(f+ + f−)dµ+ log 2 +

c

α− c

(∫
eα|Lf+|dµ+

∫
eα|Lf−|dµ

)
≤
∫

|f |dµ+ log 2 +
2c

α− c

∫
eα|Lf |dµ.
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Since µ satisfies the log-Sobolev inequality (21), it satisfies a Poincaré inequality with constant
c/2 (see e.g. [1, Chapter 1]). In particular (recall that

∫
fdµ = 0)∫

f2dµ ≤ c

2

∫
Γ(f)dµ.

Since
∫
Γ(f)dµ = −

∫
fLfdµ, the Cauchy-Schwartz Inequality implies∫

f2dµ ≤ c

2

√∫
f2dµ

∫
(Lf)2dµ

from which we deduce that ∫
f2dµ ≤ c2

4

∫
(Lf)2dµ.

Using again Cauchy-Schwartz’ inequality, we obtain∫
|f |dµ ≤

√∫
f2dµ ≤ c

2

√∫
(Lf)2dµ.

Now we observe that x2 ≤ 4
e2
ex for x ≥ 0, hence

∫
α2(Lf)2dµ ≤ 4

e2

∫
eα|Lf |dµ and therefore∫

|f |dµ ≤ c

2α

√
4

e2

∫
eα|Lf |dµ ≤ c

eα

∫
eα|Lf |dµ, α > 0.

We get for any α > c

log

∫
e|f |dµ ≤ c

eα

∫
eα|Lf |dµ+ log 2 +

2c

α− c

∫
eα|Lf |dµ

≤
(
c

eα
+ log 2 +

2c

α− c

)∫
eα|Lf |dµ.

The desired conclusion follows. □

4. A convexity argument

In this section we will give an alternative proof of Inequality (3) (in a slight modified
form). Our proof is based on an argument of duality that applies to part of the more general
situation considered in [15].

4.1. Inequality (3) revisited. Set for simplicity γ = γ1 for the standard Gaussian measure

on the line, with density e−x2/2/
√
2π. Our next result is one of our main results and is, as

already mentioned in Section 2, some sort of exponential Hardy-type inequality.

Theorem 4.1. For all f : [0,∞) → R with f(0) = 0, it holds that

log

∫ ∞

0
e|f(x)|e−

x2

2 dx ≤
∫ ∞

0

e|f
′(x)|2/2√

1 + |f ′(x)|2
2

e−
x2

2 dx+ 5.14.

Before moving to the proof of Theorem 4.1, let us show how to recover Inequality (3) from
it.

Corollary 4.2. For any dimension n and any f with
∫
fdγn = 0, the following inequality

holds

log

∫
efdγn ≤ 8

∫
Rn

e
|∇f |2

2√
1 + |∇f |2

2

dγn ≤ 14

∫
Rn

e
|∇f |2

2

1 + |∇f |
dγn.
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Proof of Corollary 4.2. The exponential Hardy-type inequality of Theorem 4.1 implies that∫ ∞

0
efdγ − 1

2
≤ F

(∫
G(|f ′|)dγ

)
, f(0) = 0

with F (x) = aebx−c, a = e5.14√
2π

, b =
√
2π, c = 1

2 andG(x) = ex
2/2/

√
1 + (x2/2). Therefore the

assumptions of Lemma 2.9 are satisfied. Since maxx≥0
x

G(x) =
√

1 +
√
2e

− 1√
2 (the maximum

is reached at x = 21/4),

d :=

√
π

2
max
x≥0

x

G(x)
≃ 0.9602 ≤ 1

and d + b ≃ 3.467 ≤ 3.5. Lemma 2.9 implies that, for any dimension n and any f with∫
fdγn = 0, it holds

log

∫
egdγn ≤ log

(
1 + a exp

{
3.5

∫
G(|∇f |)dγn

}
+ (a− 1) exp

{
d

∫
G(|∇f |)dγn

})
It is not difficult to check that x 7→ Ψ(x) := 1

log(x) log
(
1 + ax3.5 + (a− 1)x

)
is decreasing on

[e,∞) so that, for x = exp
{∫

G(|∇f |)dγn
}
,

log

∫
efdγn ≤ Ψ(e)

∫
Rn

e
|∇f |2

2√
1 + |∇f |2

2

dγn ≤ 8

∫
Rn

e
|∇f |2

2√
1 + |∇f |2

2

dγn

where we used that Ψ(e) ≤ 8 (by numerical computation). To conclude, it is enough to

observe that 1√
1+x2

2

≤
√
3

1+x (the maximum is reached at x = 2), and that 8
√
3 ≤ 14. □

Proof of Theorem 4.1. Since f(0) = 0, for x > 0, we have by Young’s inequality,

|f(x)| = |
∫ x

0
f ′(t)et

2/2e−t2/2dt|

≤
∫ x

0
G(|f ′(t)|)e−t2/2dt+

∫ x

0
G∗(et

2/2)e−t2/2dt

for any G : [0,∞) → R and G∗(y) = supx>0{xy −G(x)}, y ≥ 1. It follows that

log

∫ ∞

0
e|f(x)|e−

x2

2 dx ≤
∫ ∞

0
G(|f ′(x)|)e−

x2

2 dx+ log

∫ ∞

0
e
∫ x
0

[
G∗(et

2/2)e−t2/2−t
]
dt
dx.

To end the proof, it remains to show that the second term in the right hand side of the latter
is bounded above. Having a non-explicit constant would just necessitate the asymptotic of G∗

for the choice G(x) = eV (x) with V (x) := x2

2 − 1
2 log(1+

x2

2 ), x ≥ 0. This could be achieved in
few lines. We choose however to make some effort to keep track of the constants, making the
presentation much lengthier. In other words the proof of Theorem 4.1 is essentially finished,
what remains to be done is fixing some heavy technicalities to get an explicit constant in the
end.

Observe that V ′(x) = x(1+x2)
2+x2 and set

W (x) = V (x) + log V ′(x) =
x2

2
+ logH(x), H(x) =

√
2x(1 + x2)

(2 + x2)3/2
, x > 0.

The maps W,H are increasing from (0,∞) to (−∞,∞) and from (0,∞) to (0,
√
2) respec-

tively, so that we can safely define their inverseW−1, H−1 (see Lemma 4.3). Set Ao = H−1(1)
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and xo =W−1(0). We observe that

G∗(y) = y

(
W−1(log y)− 1

V ′(W−1(log y))

)
, y ≥ 1

and (for t ≥ 0)

G∗(et
2/2)e−t2/2 − t =W−1(t2/2)− 1

V ′(W−1(t2/2))
− t

= x− 1

V ′(x)
−
√
2W (x)

where we have set x = W−1(t2/2). Denote to =
√

2W (4) ≃ 4.057 and observe that, by
monotonicity ofW , there is a correspondence between the notations [0, to] and [xo, 4] through
the change of variables x = W−1(t2/2)). Therefore, thanks to Item (iii) of Lemma 4.3 that
guarantees that the above quantity is non-positive, the following holds∫ ∞

0
e
∫ x
0

[
G∗(et

2/2)e−t2/2−t
]
dt
dx =

∫ to

0
e
∫ x
0

[
G∗(et

2/2)e−t2/2−t
]
dt
dx+

∫ ∞

to

e
∫ x
0

[
G∗(et

2/2)e−t2/2−t
]
dt
dx

≤
∫ to

0
dx+

∫ ∞

to

e
∫ x
to

[
G∗(et

2/2)e−t2/2−t
]
dt
dx.

= to +

∫ ∞

to

e
∫ x
to

[
G∗(et

2/2)e−t2/2−t
]
dt
dx.

Observe that, for any x ≥ Ao W (x) ≥ x2/2 so that (composing by W−1 that is increasing)
for all t ≥ Ao (and therefore for all t ≥ to), W

−1(t2/2) ≤ t. It follows from Item (iv) of
Lemma 4.3 that∫ x

to

[
G∗(et

2/2)e−t2/2 − t
]
dt ≤ −

∫ x

to

1.228

W−1(t2/2)
dt

≤ −
∫ x

to

1.228

t
dt = −1.228 log

(
x

to

)
.

In turn, ∫ ∞

to

e
∫ x
to

[
G∗(et

2/2)e−t2/2−t
]
dt
dx ≤

∫ ∞

to

(
x

to

)−1.228

dx =
1

0.228to
.

We conclude that∫ ∞

0
e
∫ x
0

[
G∗(et

2/2)e−t2/2−t
]
dt
dx ≤ to +

1

0.228to
≃ 5.138 ≤ 5.14

as expected. □

The next lemma collects some technical facts about the function V and W appearing in
the proof of the previous theorem.

Lemma 4.3. Set

V (x) =
x2

2
− 1

2
log(1 +

x2

2
), H(x) =

√
2x(1 + x2)

(2 + x2)3/2
, x ≥ 0,

(observe that V ′(x) = x(1+x2)
2+x2 ) and

W (x) = V (x) + log V ′(x) =
x2

2
+ logH(x).

Then
(i) the map H is increasing (one to one from (0,∞) to (0,

√
2)) and Ao := H−1(1) ∈
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(2.13, 2.14);
(ii) the map W is increasing (one to one from (0,∞) to (−∞,∞)) and xo := W−1(0) ∈
(1.05, 1.06);
(iii) for all x ≥ xo,

x− 1

V ′(x)
−
√

2W (x) ≤ 0;

(iv) for all x ≥ 4,

x− 1

V ′(x)
−
√

2W (x) ≤ −1.228

x

Proof. Point (i) and (ii) are obvious and left to the reader. By numerical computations
Ao ∈ (2.13, 2.14) and xo ∈ (1.05, 1.06). For (iii) we observe that, for all x ≥ xo,

x− 1

V ′(x)
−
√
2W (x) = − 1

V ′(x)
+

x2 − 2W (x)

x+
√

2W (x)

= − 1

V ′(x)
− 2 logH(x)

x+
√

2W (x)
.(22)

For x ≥ Ao, H(x) ≥ 1 and therefore the above quantity is negative. Now assume that

x ∈ (xo, Ao). We first deal with x ∈ (xo, 2
1/4). In that regime we write

x− 1

V ′(x)
−
√

2W (x) ≤ x− 1

V ′(x)
=

x4 − 2

x(1 + x2)
≤ 0.

For x ∈ (21/4, Ao), since H(x) ≤ 1, V ′(x) ≤ x and
√

2W (x) ≥ 0, the following holds

x− 1

V ′(x)
−
√
2W (x) = − 1

V ′(x)
− 2 logH(x)

x+
√
2W (x)

≤ −1

x
− 2 logH(x)

x

= −2

x
log(

√
eH(x)).

By monotonicity of H on (21/4, Ao) we have − log (
√
eH(x)) ≤ − log(

√
eH(21/4)) ≤ 0 since√

eH(21/4) =
√
2e21/4(1 +

√
2)/(2 +

√
2)3/2 ≥ 1. This proves Point (iii).

To prove the statement of Point (iv), we come back to (22) and use the fact that V ′(x) ≤ x
to write

x− 1

V ′(x)
−
√
2W (x) ≤ −1

x
− 2 logH(x)

x+
√
2W (x)

= −1 + I(x)

x

with

I(x) :=
2x logH(x)

x+
√
2W (x)

=
2 logH(x)

1 +
√
1 + 2 logH(x)

x2

.

Since Since y 7→ y
1+

√
1+y

and H are increasing, we get, for any x ≥ 4 (by numerical compu-

tations)

I(x) ≥ 2 logH(4)

1 +
√
1 + 2 logH(4)

x2

≥ 2 logH(4)

1 +
√
1 + 2 logH(4)

42

≥ 0.228.

The expected result of Point (iv) follows. □
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4.2. Extension. In the next theorem, we extend the previous approach to more general
exponential inequalities. To keep the length of the paper reasonable we will not, in this
section, keep track of the explicit constants.

Our starting point is the following (exponential Hardy-type inequality).

Theorem 4.4. For all β ∈ (
√
5− 1, 2), there exists a constant cβ ∈ (0,∞) such that for all

f : [0,∞) → [0,∞) with f(0) = 0 the following inequality holds

log

∫ ∞

0
e|f(x)|

2β
β+2

e−
x2

2 dx ≤
(∫ ∞

0
e|κf

′(x)|βe−
x2

2 dx

) 2β
β+2

+ cβ

with κ =
√
2β

β+2 . One can take

cβ =
5

(2− β)2
− log(β −

√
5 + 1).

Remark 4.5. The constant cβ = 5
(2−β)2

− log(β −
√
5+ 1) explodes both at β =

√
5− 1 and

β = 2. Indeed, for some technical reason the above result does not contain the case β = 2
that was independently considered in Theorem 4.1. It appears that many simplification occur
when β = 2 that cannot be transposed to β ̸= 2.

Let us mention that we were not able to extend the semi-group approach developed in [28]
or in Section 3 to prove the Theorem above.

Finally we observe that, with much more effort, it is possible to improve the right-hand
side of the exponential Hardy-type inequality appearing in the theorem, by adding an extra

factor in the denominator. Namely, one can replace e|κf
′|β by e|κf

′|β/H(f ′) for some increasing
function H tending to infinity at infinity.

Proof. The proof follows the line of Theorem 4.1. By Young’s inequality,

|f(x)| = |
∫ x

0
f ′(t)et

2/2e−t2/2dt|

≤
∫ x

0
G(|f ′(t)|)e−t2/2dt+

∫ x

0
G∗(et

2/2)e−t2/2dt

for any G : [0,∞) → R and G∗(y) = supx>0{xy −G(x)}, y ≥ 1. It follows that∫ ∞

0
e|f(x)|

2β
β+2

e−
x2

2 dx ≤∫ x

0
exp

{(∫ ∞

0
G(|f ′(t)|)e−

t2

2 dt+

∫ x

0

[
G∗(et

2/2)e−t2/2
]
dt

) 2β
β+2

− x2

2

}
dx.

Our aim is to analyse the second term in the right hand side of the latter. Assume that

G(x) = eV (x) with V (x) = (κx)β, x ≥ 0 and κ :=
√
2β

β+2 . Set

W (x) := V (x) + log V ′(x) = (κx)β + log(βκβxβ−1), x > 0.

The mapW is one to one increasing from (0,∞) to (−∞,∞) so that we can define its inverse
W−1. In particular, a direct computation shows that

G∗(y) = y

(
W−1(log y)− 1

V ′(W−1(log y))

)
, y ≥ 1,

so that (for t ≥ 0)

G∗(et
2/2)e−t2/2 =W−1(t2/2)− 1

V ′(W−1(t2/2))
.
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Set

M :=

∫ ∞

0
G(|f ′(x)|)e−

x2

2 dx =

∫ ∞

0
e|κf

′(x)|βe−
x2

2 dx and xo :=

√
2W

(
1/
(
κβ

1
β

))
.

Then, thanks to Lemma 4.6 (that guarantees that G∗(et
2/2)e−t2/2 ≤ 0 for all t ∈ (0, xo)) the

following inequality holds∫ ∞

0
exp

{(∫ x

0
G(|f ′(x)|)e−

x2

2 dx+

∫ x

0

[
G∗(et

2/2)e−t2/2
]
dt

) 2β
β+2

− x2

2

}
dx

≤ eM
2β
β+2

∫ xo

0
e−

x2

2 dx+

∫ ∞

xo

exp

{(
M +

∫ x

xo

[
G∗(et

2/2)e−t2/2
]
dt

) 2β
β+2

− x2

2

}
dx.

Observe that by the last part of Lemma 4.6, xo ≤ 1 so that
∫ xo

0 e−x2/2dx ≤
∫ 1
0 e

−x2/2dx ≤ 1.

Combining these observations and the fact that G∗(et
2/2)e−t2/2 ≤ W−1(t2/2) (note that

W−1 ≥ 0), one has∫ ∞

0
e|f(x)|

2β
β+2

e−
x2

2 dx ≤ eM
2β
β+2

+

∫ ∞

xo

exp

{(
M +

∫ x

xo

W−1(t2/2)dt

) 2β
β+2

− x2

2

}
dx.

Since 0 ≤ 2β
β+2 ≤ 1,(

M +

∫ x

xo

W−1(t2/2)dt

) 2β
β+2

≤M
2β
β+2 +

(∫ x

xo

W−1(t2/2)dt

) 2β
β+2

.

Therefore, as an intermediate result, it holds that∫ ∞

0
e|f(x)|

2β
β+2

e−
x2

2 dx ≤ eM
2β
β+2

(
1 +

∫ ∞

xo

exp

{(∫ x

xo

W−1(t2/2)dt

) 2β
β+2

− x2

2

}
dx

)
.

Our next aim is to analyse the term
∫ x
xo
W−1(t2/2)dt for x ≥ xo in order to prove that the

integral factor is finite. By Lemma 4.6 and a change of variables, we have∫ x

xo

W−1(t2/2)dt ≤ 1

κ

∫ x

√
2/3

(
t2

2
− β − 1

β
log

(
t2

2

)
+ 1

) 1
β

dt

=
1

κ

∫ x2

2

1
3

(
u− β − 1

β
log u+ 1

) 1
β du√

2u
.

Using the concavity property

(23) (1 + y)γ ≤ 1 + γy, y > −1, γ ∈ [0, 1]

with γ = 1
β , it follows that (for u ≥ 1/3)(

u− β − 1

β
log u+ 1

) 1
β

= u
1
β

(
1− β − 1

β

log u

u
+

1

u

) 1
β

≤ u
1
β

(
1 +

1

β

(
−β − 1

β

log u

u
+

1

u

))
= u

1
β − β − 1

β2
u
−β−1

β log u+
1

β
u
−β−1

β .
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As a consequence, by direct computation and some algebra, the following holds

∫ x2

2

1
3

[
u− β − 1

β
log u+ 1

] 1
β du√

2u

≤ 1√
2

∫ x2

2

1
3

[
u

2−β
2β − β − 1

β2
u
− 3β−2

2β log u+
1

β
u
− 3β−2

2β

]
du

=
1√
2

[
2β

β + 2
u

2+β
2β − β − 1

β2

(
2β

2− β
u

2−β
2β log u− 4β2

(2− β)2
u

2−β
2β

)
+

2

2− β
u

2−β
2β

]x2

2

1
3

= κ

(
x2

2

) 2+β
2β

−
√
2(β − 1)

β(2− β)

(
x2

2

) 2−β
2β

log

(
x2

2

)
+

√
2β

(2− β)2

(
x2

2

) 2−β
2β

− cβ

where in the last line we used the fact that κ =
√
2β

β+2 , and we set

cβ :=
κ

3
2+β
2β

+

√
2(β − 1)

β(2− β)

log 3

3
2−β
2β

+

√
2β

(2− β)23
2−β
2β

> 0.

Therefore, using (23) with γ = 2β
β+2 ≤ 1, we obtain

(∫ x

xo

W−1(t2/2)dt

) 2β
β+2

≤

(x2
2

) 2+β
2β

−
√
2(β − 1)

κβ(2− β)

(
x2

2

) 2−β
2β

log

(
x2

2

)
+

√
2β

κ(2− β)2

(
x2

2

) 2−β
2β


2β
β+2

=
x2

2

(
1−

√
2(β − 1)

κβ(2− β)

log
(
x2/2

)
x2/2

+

√
2β

κ(2− β)2
1

x2/2

) 2β
β+2

≤ x2

2

(
1 +

2β

β + 2

(
−
√
2(β − 1)

κβ(2− β)

log
(
x2/2

)
x2/2

+

√
2β

κ(2− β)2
1

x2/2

))

=
x2

2
− 2

√
2(β − 1)

κ(β + 2)(2− β)
log

(
x2

2

)
+

2
√
2β2

κ(β + 2)(2− β)2
.
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At this step, using the expression of κ =
√
2β

β+2 and xo ≥
√

2/3 (from Lemma 4.6), we can

conclude that ∫ ∞

xo

exp

{(∫ x

xo

W−1(t2/2)dt

) 2β
β+2

− x2

2

}
dx

≤ e
2β

(2−β)2

∫ ∞

√
2/3

(
2

x2

) 2(β−1)
β(2−β)

dx

= e
2β

(2−β)2 2
2(β−1)
β(2−β)

∫ ∞

√
2/3

(
1

x

) 4(β−1)
β(2−β)

dx

= e
2β

(2−β)2 2
2(β−1)
β(2−β)

β(2− β)

β2 + 2β − 4

(
3

2

)β2+2β−4
2β(2−β)

=

√
2β(2− β)

β2 + 2β − 4
exp

{
2β

(2− β)2
+
β2 + 2β − 4

2β(2− β)
log 3

}
where we used the fact that, for β >

√
5 − 1, 4(β−1)

β(2−β) > 1 to ensure the convergence of the

integral. Now it is not difficult to see that
√
2β(2− β)

β2 + 2β − 4
≤

8
√
2− 16

√
2/5

4(β −
√
5 + 1)

≤ 1

2(β −
√
5 + 1)

β ∈ (
√
5− 1, 2)

(the maximum is reached at β =
√
5− 1), and

β2 + 2β − 4

2β(2− β)
log 3 ≤ 1

(2− β)2
.

All together, we obtained for any β ∈ (
√
5− 1, 2)∫ ∞

0
e|f(x)|

2β
β+2

e−
x2

2 dx ≤ eM
2β
β+2

(
1 +

1

2(β −
√
5 + 1)

exp

{
2β + 1

(2− β)2

})
≤ 1

β −
√
5 + 1

exp

{
5

(2− β)2

}
eM

2β
β+2

This leads to the desired conclusion. □

Lemma 4.6. Let V (x) := (κx)β, x ≥ 0, β ∈ (1, 2), with κ :=
√
2β

β+2 and W (x) := (κx)β +

log(βκβxβ−1), x > 0. Then, for all x > 0 the following inequality holds

W−1(x) ≤ 1

κ

(
x− β − 1

β
log x+ 1

) 1
β

.

Furthermore,

x ≤W

(
1

κβ
1
β

)
⇐⇒ W−1(x)− 1

V ′(W−1(x))
≤ 0.

Finally, for all β ∈ (
√
5− 1, 2), it holds 1

2 ≥W

(
1

κβ
1
β

)
≥ 1/3.

Proof. By studying the map x 7→ x − β−1
β log x + (2 − β)2 on (0,∞) we observe that it is

decreasing and then increasing, its minimum is achieved at xo =
β−1
β so that x− β−1

β log x+
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(2− β)2 > 0 for all x > 0. Therefore, we can compute

W

(
1

κ

(
x− β − 1

β
log x+ 1

) 1
β

)

= x− β − 1

β
log x+ 1 + log(βκ) +

β − 1

β
log

(
x− β − 1

β
log x+ 1

)
= x+

β − 1

β
log

(
1− β − 1

β

log x

x
+

1

x

)
+ log(eβk).

Now the map x 7→ −β−1
β

log x
x + 1

x is decreasing and then increasing, with a minimum achieved

at e
2β−1
β−1 so that, for any x > 0

W

(
1

κ

(
x− β − 1

β
log x+ 1

) 1
β

)
≥ x+

β − 1

β
log

(
1− β − 1

β
e
− 2β−1

β−1

)
+ log(eβk)

≥ x+
β − 1

β
log

(
1− β − 1

βe2

)
+ log(eβk)

≥ x+
1

2
log

(
1− 1

2e2

)
+ log(eβk)

where we used that 2β−1
β−1 ≥ 2 and, in the last line, that y 7→ y log(1 − y) is decreasing on

(0, 1). Now it is clear that

1

2
log

(
1− 1

2e2

)
+ log(eβk) = log

(√
2e2 − 1β2

β + 2

)
> 0

for any β ∈ (1, 2) so that W

(
1
κ

(
x− β−1

β log x+ 1
) 1

β

)
≥ x, x > 0. Since W is increasing,

the first expected result follows.
For the second part of the lemma, set y = W−1(x) and observe that y − 1

V ′(y) ≤ 0 if and

only if yV ′(y) = βκβyβ ≤ 1, proving the desired result by monotonicity of W .

For the last conclusion of the lemma, note thatW

(
1

κβ
1
β

)
= log(eβ)

β +log(κ). In particular,

the map β ∈ (1, 2) 7→W

(
1

κβ
1
β

)
is increasing so that, for β ∈ (

√
5− 1, 2), it holds

1

2
=

log(2e)

2
+ log

(√
2

2

)
≥W

(
1

κβ
1
β

)
≥ log(e(

√
5− 1))√

5− 1
+ log

(√
2(
√
5− 1)√

5 + 1

)
≃ 0.36 ≥ 1

3
.

□
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5. Discrete setting

Consider a graph (G,V ) with vertex set V . Given a probability measure µ on G and an
operator L = (L(x, y))x,y∈V symmetric in L2(µ) and satisfying L(x, y) ≥ 0 for all x ̸= y and∑

y L(x, y) = 0 for all x, we are interested in the following modified log-Sobolev inequality

(24) Entµ(e
f ) ≤ c

∑
x,y∈V

µ(x)L(x, y)
(
ef(y) − ef(x)

)
(f(y)− f(x)).

The discrete gradient ∇ef∇f reduces to ef |∇f |2 in the continuous setting. Therefore In-
equality (24) is equivalent to the usual log-Sobolev inequality in the continuous. However, in
the discrete setting, the behavior of the classical log-Sobolev inequality, that reads

Entµ(e
f ) ≤ c

2

∑
x,y∈V

µ(x)L(x, y)
(
ef(y) − ef(x)

)2
might be very different from the modified one. For instance, the Poisson measure on the
integers, associated to a proper birth and death process, called M/M/∞ in the literature, is
known to satisfy the modified log-Sobolev inequality (24) with optimal constant the parameter
of the Poisson measure, while the log-Sobolev inequality above does not hold.

There is a large activity on this topic, in relation with models coming from statistical
mechanics, transport theory and some notion of Ricci curvature on graphs. To give a complete
list of the literature is out of reach. Let us mention [12, 25] for two papers involving some of
the authors, in this direction.

We may use the following classical notations. Given f , Lf(x) =
∑

y L(x, y)f(y). Also, by
reversibility, it is easy to see that∫

f(−Lg)dµ =
1

2

∑
x,y

µ(x, y)L(x, y)(g(y)− g(x))(f(y)− f(x)).

Therefore the modified log-Sobolev inequality can equivalently be written as

Entµ(e
f ) ≤ c

∫
ef (−Lf)dµ.

Theorem 5.1. Assume that, on a graph (G,V ), the probability measure and operator L as
above are satisfying the modified log-Sobolev Inequality (24) with constant c ∈ (0,∞). Then,
for any α > c, and any f with

∫
fdµ = 0 the following inequality holds

log

∫
efdµ ≤ c

α− c

∫
eα|Lf |dµ.

Proof. Fix λ ∈ (0, 1] and a function f with mean zero with respect to µ. By the variational
formula of the entropy Entµ(h) = sup{

∫
hgdµ : log

∫
egdµ ≤ 1}, applied with g = −αλLf −

log
∫
e−αλLfdµ, together with the modified log-Sobolev inequality we have

αλ

∫
eλf (−Lf)dµ−

∫
eλfdµ log

∫
e−αλLfdµ ≤ Entµ(f

λf ) ≤ c

∫
eλf (−L(λf))dµ

Therefore, for α > c, it holds∫
eλf (−L(λf))dµ ≤ 1

α− c

∫
eλfdµ log

∫
e−αλLfdµ.

Applying the modified log-Sobolev inequality we obtain

Entµ(e
λf ) ≤ c

∫
eλf (−L(λf))dµ ≤ c

α− c

∫
eλfdµ log

∫
e−αλLfdµ

The rest of the proof goes as for the proof of Theorem 3.9. Details are left to the reader. □
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Finally we specialized to the Poisson measure π(k) = e−λ λk

k! , on the integers k = 0, 1 . . .
and the M/M/∞ queuing process. We will use our convexity argument to obtain some new
exponential inequalities.

Set ∇f(k) := f(k + 1)− f(k), k = 0, 1 . . . for the discrete gradient of a function f on the
integers.

Theorem 5.2. Let λ > 0 and for k integers, define π(k) = e−λ λk

k! . Define

G(x) := x1[0,1] + exp

{
λ

(
x+

(
1 +

2

x

)
log(λx)

)
ex
}
1(1,∞), x > 0,

Then, there exists a constant c (that depends only on λ) such that for any f : N → R with
f(0) = 0, it holds that

log

(∫
efdπ

)
≤ c+

∫
G(|∇f |)dπ

and a constant d (that depends only on λ) such that for f with π-mean zero, i.e.
∫
fdπ = 0,

the following holds

log

(∫
efdπ

)
≤ c+ d

∫
G(|∇f |)dπ.

Remark 5.3. The above integrals are understood on N, i.e.
∫
gdπ =

∑∞
n=0 g(n)π(n).

The form of G is devised to ensure that x ≤ CG(x) for some constant C > 0. In fact,
when x tends to 0, exp

{
λ
(
x+

(
1 + 2

x

)
log(λx)

)
ex
}
is much smaller that x.

Proof. Let f : R → R with f(0) = 0. By duality, we have

|f(n)| = |
n−1∑
k=0

∇f(k)|

≤
n−1∑
k=0

|∇f(k)| 1

π(k)
π(k)

≤
n−1∑
k=0

G(|∇f(k)|)π(k) +
n−1∑
k=0

G∗
(

1

π(k)

)
π(k)

where we set:
G(x) := x1[0,1] + exp

{
λ
(
x+

(
1 + 2

x

)
log(λx)

)
ex
}
1(1,∞) and G∗(y) = supx>0{xy − G(x)},

for all y ≥ 0. Therefore,

log

(∫
efdπ

)
≤

∞∑
n=0

G(|∇f(n)|)π(n) + log

(
π(0) +

∞∑
n=1

exp

{
n−1∑
k=0

G∗
(

1

π(k)

)
π(k)

}
π(n)

)

and we are left with proving that the second term in the right hand side of the latter is
bounded. In fact we need to prove that the sum is convergent. By (27), we have, for n large
enough

n−1∑
k=0

G∗
(

1

π(k)

)
π(k) ≤

ko∑
k=0

G∗
(

1

π(k)

)
π(k) + 1n≥ko

n−1∑
k=ko

log k − log λ− 1

k
+

3

k log k

≤ C + (log(n− 1)!− n log λ− log n+D log2 n)1n≥ko
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for some constant C that depends only on λ and some universal constant D. Above ko is
determined by Lemma 5.5. As a consequence, considering a bigger constant C if needed,

∞∑
n=1

exp

{
n−1∑
k=0

G∗
(

1

π(k)

)
π(k)

}
π(n) ≤ eC

(
1 +

∞∑
n=2

(n− 1)!λ−n (log n)
D

n
π(n)

)

= eC

(
1 + e−λ

∞∑
n=2

(log n)D

n2

)
<∞.

This proves the first part of the theorem.
Consider a function f with mean 0 with respect to the Poisson measure, i.e. such that

π(f) :=
∑∞

n=0 f(n)π(n) = 0. Then,

log

( ∞∑
n=0

e|f(n)|π(n)

)
= log

( ∞∑
n=0

e|f(n)−f(0)+f(0)−π(f)|π(n)

)

≤ log

( ∞∑
n=0

e|f(n)−f(0)|π(n)

)
+ |f(0)− π(f)|.(25)

The first term in the right hand side can be bounded using the first part of the theorem. We
need to bound the second term |f(0)− π(f)| ≤

∑∞
n=0 |f(n)− f(0)|π(n). To that purpose we

may use a direct computation. Indeed, we have

∞∑
n=0

|f(n)− f(0)|π(n) =
∞∑
n=1

|
n−1∑
k=0

∇f(k)|π(n)

≤
∞∑
k=0

|∇f(k)|π(k)
∞∑

n=k+1

π(n)

π(k)

≤ A
∞∑
k=0

|∇f(k)|π(k)

where

A :=
∞
sup
k=0

1

π(k)

∞∑
n=k+1

π(n).

The above inequality belongs to the family of Hardy’s inequality2. It should be noticed that
the constant A is best possible as one can convince oneself by considering the test function
f = 1[k,∞). It is easy to check that A, that depends only on λ, is finite. From (25) we have

log

∫
efdπ ≤ c+

∫
G(|∇f |)dπ +A

∫
|∇f |dπ ≤ c+ d

∫
G(|∇f |)dπ.

where in the last inequality we used the fact that x ≤ CG(x), for some constant C that
depends only on λ, and all x ≥ 0. □

In the proof above we used some technical lemmas. Recall the following well-known non-
asymptotic version of the Stirling formula (see e.g. [36])

(26) e
1

1+12n ≤ n!

nne−n
√
2πn

≤ e
1

12n , n ≥ 1

2After [35], Miclo [34] developed Hardy-type inequalities in the discrete setting related to functional in-
equalities, see also [10] and [7, 6].
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For simplicity we denote log2 = log(log) and log3 = log2(log) for the iterated logarithms.
Given a function F we denote F−1 its inverse function, when it exists.

Lemma 5.4. Define Φo(x) = x log x for x ≥ e, and Φ1(x) = (1 + 1
log2 x

)x log x for x ≥ e2.

Then, Φo and Φ1 are one to one increasing on [e,∞) onto itself and on [e2,∞) onto [4e2,∞)
respectively, their inverse functions Φ−1

o and Φ−1
1 satisfy, for any x ≥ e (respectively any

x ≥ e2)

x

log x
≤ Φ−1

o (x) and Φ−1
1 (x) ≤ x

log x

(
1 +

1

log x

)
.

Proof. The maps Φo,Φ1 are clearly increasing therefore one to one. For the lower bound
observe that, for x ≥ e,

Φo

(
x

log x

)
= x

log x− log2 x

log x
≤ x

while for the upper bound (using that log(1+ 1
log x) ≥ 0 and that − log2 x+ log(1+ 1

log x ≤ 0)

we have for x ≥ e2

Φ1

(
x

log x

(
1 +

1

log x

))
= x

(
1 +

1

log x

)
log x− log2 x+ log[1 + 1

log x ]

log x
×

×

1 +
1

log
(
log x− log2 x+ log(1 + 1

log x)
)


≥ x

(
1 +

1

log x

)(
1− log2 x

log x

)(
1 +

1

log2 x

)
.

Now it is not difficult to check that the product of the three brackets in the right hand side of

the latter is greater than or equal to 1 for any x ≥ e2, proving that Φ−1
1 (x) ≤ x

log x

(
1 + 1

log x

)
as announced. □

Lemma 5.5. For λ > 0 define

G(x) := x1[0,1] + exp

{
λ

(
x+

(
1 +

2

x

)
log(λx)

)
ex
}
1(1,∞), x > 0,

and ψ(x) := log2G(x), x ≥ max(1, 1/λ). Then there exists xo (that depends only on λ) such
that for any x ≥ xo, the following holds

ψ−1(x) ≤ x− log(λx).

Furthermore,

G∗(x) := sup
y>0

{xy −G(y)}, x ≥ 0

satisfies the following inequality

G∗(x) ≤ xψ−1(log2Φ
−1
1 (x)), x ≥ xo

where Φ−1
1 is the inverse function of Φ1 : x 7→ x log x(1 + 1

log2 x
) studied in Lemma 5.4. In

particular, for any integer k large enough (how large depends only on λ), π(k) := e−λλk

k!
satisfies

(27) π(k)G∗(1/π(k)) ≤ log k − log λ− 1

k
+

3

k log k
.
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Proof. Note that ψ is increasing and therefore one to one from (max(1, 1/λ),∞) onto its
image. Its inverse function is well defined and we have, for x large enough

ψ (x− log(λx)) = x+ log

(
1

x

[
x− log(λx) +

(
1 +

2

x− log(λx)

)
log(λ(x− log(λx)))

])
= x+ log

(
1 +

1

x

[
log(1− log(λx)

x
) +

2

x− log(λx)
log(λ(x− log(λx)))

])
≥ x.

The first statement on ψ−1 follows.
On (1,∞),

G′(x) = G(x) logG(x)

(
1 +

2 + x+ x2 − log(λx)

x(x2 + (2 + x) log(λx))

)
so that G′ is increasing for x ≥ max(1, 1/λ) with inverse function we denote by G′−1. In
particular, for x large enough,

G∗(x) = xG′−1
(x)−G(G′−1

(x)) ≤ xG′−1
(x).

Moreover, for any x large enough,

G′(x) ≥ G(x) logG(x)(1 +
1

log2G(x)
) = Φ1(G(x))

with Φ1(x) := x log x(1 + 1
log2 x

). Therefore, recall that ψ := log2G, for x large enough it

holds

G′−1
(x) ≤ G−1(Φ−1

1 (x)) = ψ−1(log2Φ
−1
1 (x))

leading to the announced upper bound on G∗.
Now by Lemma 5.4, we deduce that, for x small enough, setting y = log(1/x),

xG∗(1/x) ≤ ψ−1(log2Φ
−1((1/x)))

≤ ψ−1

(
log2

(
1

x log(1/x)

[
1 +

1

log(1/x)

]))
= ψ−1

(
log

[
y − log y + log

(
1 +

1

y

)])
.

Since log(1 + z) ≤ z, it holds

log

[
y − log y + log

(
1 +

1

y

)]
≤ log y − log y

y
+

1

y2
.

Therefore, using the upper bound on ψ−1, in the large we obtain that

xG∗(1/x) ≤ ψ−1

(
log y − log y

y
+

1

y2

)
≤ log y − log y

y
+

1

y2
− log λ− log

(
log y − log y

y
+

1

y2

)
≤ log y − log2 y − log λ− log y

y
+

2

y
.

It follows that (recall that y = log(1/x)), for k large enough,

π(k)G∗(1/π(k)) ≤ log2
1

π(k)
− log3

1

π(k)
− log λ−

log2
1

π(k)

log 1
π(k)

+
2

log(1/π(k))
.
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By the approximation of the Stirling formula (26), for k large enough

log
1

π(k)
≤ k log k − k log λ− k +

1

2
log k + λ+

1

2
log(2π) +

1

12k

≤ k log k

and

log
1

π(k)
≥ k log k − k log λ− k +

1

2
log k + λ+

1

2
log(2π)

≥ 2

3
k log k.

Therefore, for k large enough

log2
1

π(k)
≤ log k + log2 k.

On the other hand, using again (26), for k large enough

log2
1

π(k)
≥ log

(
k log k − k log λ− k +

1

2
log k + λ+

1

2
log(2π)

)
≥ log k + log2 k − 1

≥ log k

so that

log3
1

π(k)
≥ log2 k.

It follows that

π(k)G∗(1/π(k)) ≤ log k − log λ− 1

k
+

3

k log k
.

This is the desired thesis. □
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