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Proximity of probability distributions
in terms of Fourier—Stieltjes transforms

S. G. Bobkov

Abstract. A survey is given of some results on smoothing inequalities for
various probability metrics (in particular, for the Kolmogorov distance),
and some analogues of these results in the class of functions of bounded
variation are presented.
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1. Introduction

Let .% denote the space of all distribution functions on the real line, that is,
non-decreasing right-continuous functions F': R — [0, 1] such that F(—oo) = 0 and
F(oc0) = 1. There is a variety of popular metrics and pseudometrics d on &,
and questions of estimating the distance d(F, ) arise occasionally in one or another
approximation problem (for example, in the theory of summation of independent
random variables). Smoothing inequalities allow one to estimate d(F, G) in terms
of the corresponding characteristic functions (Fourier—Stieltjes transforms)

f(t):/_oo ¢t 4P (z), g(t):/_oo ¢t dG(z),  tER, (1.1)

for which additional smoothness-type conditions on G are possibly required.
A very important example is the uniform distance (the Kolmogorov distance)

p(F,G) = sup |[F(z) — G(z)|.
Integrating (1.1) by parts, we obtain the equality

t) — gt Rl
Lfgﬁ _ / ¢ (F(z) - Gx))de,  t#0,
— e
where the integral must in general be understood as the principal value. If the
function (f(t) — g(t))/t is integrable, then the function F — G must be uniformly
continuous, and we can apply the inverse Fourier transform:

1 [~ _. t) —
F(z) — G(z) = — / mite S =90 o) (1.2)
27 J_ oo —it
This gives us the elementary estimate
L[| f() —g(t)
F.G)< = | dt, L.
o(F,G) %/_J 90 (13)

which is valid without any smoothness assumptions.

However, in many problems the integral on the right-hand side diverges, so
that this estimate turns out to be useless. Nevertheless, under certain smoothness
conditions and at the expense of a small error, the integral in (1.3) can be replaced
by the integral over a finite interval [T, T, on which we know or can show that f
and g are sufficiently close. This is achieved by smoothing the distributions F'



Proximity of probability distributions 1023

and G with the help of a suitable (specially chosen) distribution H that depends
on the parameter T. Namely, we consider convolutions

o0

(F» H)(x) = / Flx —y) dH(y)

and obtain relations (smoothing inequalities) of the form
p(F,G) < cp(F + H,G  H) +<,

where c¢ is usually an absolute constant and ¢ can depend on T and some other
parameters determined by F' and/or G.

Similar relations are also studied for other metrics d. Finally, estimates for
d(F,G) are derived in terms of the proximity of f to g; such estimates are also
called smoothing inequalities (see, for example, [1]-[3]). In this survey we look at
some results on this topic, and we discuss standard approaches to them and pos-
sible refinements or generalizations, but we certainly do not claim completeness
of our exposition. We also present several new inequalities for distances such as
the quadratic Kantorovich distance, the distance in the L!'-metric, and the Kol-
mogorov distance (under additional smoothness conditions and also with a polyno-
mial weight). A number of results on the rate of convergence in the central limit
theorem for weak metrics (that is, metrics responsible for convergence of probability
distributions in the weak topology) is presented at the end of the survey.

2. Kolmogorov distance

The first result on proximity of distributions in terms of the corresponding
Fourier—Stieltjes transforms was obtained by Esseen in his classical work [4], where
the following important theorem was proved.

Theorem 2.1. If a distribution function G is differentiable and |G'(x)| < L for all
x € R, then for any T >0 and all b > 1/(27)

T J—
o(F,G) < b/_T M‘ dt+c(b)%, (2.1)

where the constant ¢(b) depends only on b.

The main ideas for proving this theorem appeared in the earlier paper [5] by
Berry, who considered the particular case of the standard normal distribution func-
tion G = ®. Hence the inequality (2.1) is called the Berry—Esseen inequality, as
is the estimate of the convergence rate in the central limit theorem that is derived
from it (Theorem 20.1). The inequality (2.1) also remains valid for a broader class
of functions: F' can be an arbitrary bounded non-decreasing function, while G can
be a function of bounded variation, with F(—o0) = G(—o0) = 0 and |G'(z)| < L
(the monotonicity condition for G is dropped [2]-[4]). The definition of the uniform
distance remains the same:

p(F,G) = sup |F(z) — G(2)].
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Such a generalization allows us to work with Edgeworth expansions for distributions
of sums of independent random variables.

The estimate (2.1) (or a similar relation) can be derived on the basis of the
smoothing inequality
1—~v L
1—2vy 1—-2¢T°
where Hp(x) = H(Tz) and H is the probability distribution with density

o) = 1 <sin(x/2)>2 _ 1—C(2)sx7 (2.3)

T or\ x/2 T

where the parameter [ > 0 can be any number satisfying the condition 1 — v =
H[-1,1] = H(l) — H(-1) < 1/2 (see the proof of Lemma 16.1).

The distribution function H with the density (2.3) and convolution powers of
it are most popular in smoothing inequalities. It has the triangular characteristic
function h(t) = (1 — |¢|)+, so the characteristic function of the distribution Hr has
the compact support [—T,7T]. Applying (1.3) to the smoothed distributions, we

arrive at the estimate
f(t) —g(t) |t]
1 - =) dt
t T ’

p(F,G) < p(F« Hp,G* Hp) + 2l (2.2)

1 T
p(F*HT,G*HT)g—/
21 T

which, together with (2.2), implies the Esseen theorem.

The condition on the derivative in Theorem 2.1 can be weakened to the Lipschitz
condition ||G||Lip < L. However, in some problems (where the function G is not
necessarily continuous), it is desirable to replace it by the condition of ‘average’
smoothness. A generalization of this kind was proposed by Fainleib [6] in connec-
tion with problems in probabilistic number theory. We present it in the following
formulation (see [3], Chap. V, § 1, Theorem 1).

Theorem 2.2. Let F be a non-decreasing bounded function and let G be a function
of bounded variation such that F(—o0) = G(—o0) = 0. Then for any T > 0 and all
b>1/(2n)

T

p(h.G)<b [

-T

f(t)—g(t)‘ dt + bT sup/ Gz +u) = G(z)[du, (2.4)
t |u|<r(b)/T

where the constant r(b) depends only on b.

We can simplify this inequality by formulating it in terms of the modulus of
continuity

Qc(h)= sup |G(z+u)—G(z)], h > 0. (2.5)
z€R, [u|<h

If G is a distribution function, then Q¢ is called the concentration function, and in
this case it can be estimated from above with the help of the well-known inequality

96\* /"
Qa(h) < (=) h lg(t)|dt,  h>0
95 ~1/h

(see [3], Chap. III, §1, Lemma 6). Therefore, Theorem 2.2 implies the following
statement.
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Corollary 2.3. Under the assumptions of Theorem 2.2, for any T > 0

oleay) e

where ¢ is an absolute positive constant. Moreover, if G is non-decreasing, then

ft) —9(t) ‘

T

.G < [

-T

T

t

T
ﬁ+%[TMMﬁ. (2.7)

ep(F,G) < /

-T

An advantage of (2.7) over (2.1) is that its right-hand side does not contain
a constant value bounding |G’|, but is a functional depending directly on the char-
acteristic function g. In this connection, we note another inequality:

pmmglfwmﬂw

2 T t

T
g [ 0@l a@ha

which is valid for arbitrary distribution functions F' and G with characteristic func-
tions f and g (up to an absolute multiplicative constant, it is weaker than (2.7)).
The inequality (2.8) was obtained by Bentkus and Gotze [7] as a corollary to
a smoothing inequality of Prawitz (see (18.7)); it has been successfully used in prob-
lems on the number of integer points inside multidimensional ellipsoids, as well as
in investigations of the asymptotic behaviour of the distribution of quadratic forms
in sums of independent random vectors.

3. Lévy distance

The Lévy distance between distribution functions F' and G is defined by
L(F,G) =inf{h > 0: G(x —h) —h < F(z) <Gz + h) + h Yz € R}.

It is straightforward to see that L(F,G) is the side length of the largest square
lying between the graphs of F and G (with the sides of the square parallel to the
coordinate axes).

The Lévy distance turns .# into a metric space with the topology of weak con-
vergence. Namely, L(F,, F) — 0 as n — oo if and only if lim,,_,, F,,(z) = F(x) at
all points of continuity of F'. And therefore this metric is finding more and more
applications in problems where one needs to estimate the proximity of distributions
in the sense of the weak topology.

The Kolmogorov distance is obviously related to the Lévy distance by the inequal-
ities

0< L(F,G) < p(F,G) < 1,
and hence the former induces a stronger topology in .%. On the other hand, if
it is known that |G'(z)| < L (as in Esseen’s theorem), then we have the reverse
inequality

p(F,G) < (1+ L)L(F,G).

In this case, smoothing inequalities for these distances are equivalent. However, it
is generally natural to expect that estimates for the proximity of F' and G in the
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Lévy metric in terms of the proximity of their characteristic functions should hold
under less restrictive smoothness-type conditions or even under none of these at all.
Results of this kind were first obtained by Bohman [8], who proved the following
statement.

Theorem 3.1. Let F' and G be distribution functions with characteristic func-
tions f and g, respectively. If | f(t) — g(t)| < Alt| for all t € R, then for any x € R
and h >0

G(m—h)—%gF(x)gG(x—kh)—k%. (3.1)
In particular,
%LQ(F, G) < sup f(t)tg(t)‘ (3.2)
t

Proof. We give a simple argument to prove this theorem. Without loss of generality
we assume that the function (f(t) — g(¢))/t is integrable on the whole real line, so
that the function
-~ . t)—g(t
A(t) — efzt:c f( ) 'tg( )
—1i

is the Fourier transform of A(u) = F(z + u) — G(x + u) (for fixed x). Since
R 1 —cost
[ s du =225t

the function p(t) = 2(1 — cost)/t? is the characteristic function for the (proba-
bility) triangular density p(u) = (1 — |u|)+. It follows that py(t) = p(ht) is the
characteristic function for the density py(u) = p(u/h)/h.

By Parseval’s identity,

[= / T oA du= = [ A dt.

oo 2 J_ o

The condition |f(t) — g(t)| < A|t| implies the estimate \A\(t)\ < A, and we get that

)\ [e%) N A %) N A )\
< — = — = — = —.
7] < o /_Doph(t) dt =5+ /_Ocp(t) dt = o— (2m)p(0) 5

On the other hand, using the monotonicity of F' and G along with the fact that py,
has the support [—h, h], we obtain the lower estimate

h

= / pu(u)(F(z +u) — G+ u)) du > F(z — h) — G(z + h).
—h

The last two estimates yield the inequality F(x — h) < G(x + h) + A/h, which is

equivalent to the right-hand inequality in (3.1). Similarly, we obtain the estimate
—1 > G(z — h) — F(xz + h), which implies the left-hand inequality in (3.1). O

Further generalizations and improvements of Bohman’s results were obtained by
Zolotarev. In particular, he derived the family of estimates

_ 1/(147)
L(F,G)<C, supM ; v >0,
t>0 tY
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where we can put C, = (2/7)(1 + )27~/ 0+7) (see [9] and [10]). However, most
popular is the following inequality, proved in [11].

Theorem 3.2. Let F' and G be distribution functions with characteristic functions
f and g, respectively. Then for any T > 1.3

L(F,G)<1/T f(f)g(t)‘

= 2 _T

log T
dt + 2¢ Oi . (3.3)

It was later shown by Zaitsev [12] that the logarithmic factor in (3.3) is essential.
The derivation of (3.3) in [11] was based on the smoothing inequality

L(F,G) < L(F « H,Gx H) + max{2¢,1 — H(e) + H(—¢)},

where H can be an arbitrary distribution function and € > 0 is also arbitrary. This
smoothing inequality was applied to convolution powers of the triangular density,
and the scale was changed in such a way that H, regarded as a measure, was
concentrated on the interval [—1,1].

We give another proof of (a variant of) (3.3) that is based on the smoothing of
F and G with the help of a normal distribution function

1 / e~V /(207) dy, r €R,
—00

oV2r

where the parameter o > 0 is chosen depending on 7.
We need to estimate from above the expression

D, () =

L(x,h) =max{F(x —h)—G(x+h), Glx —h) — F(x + h)}, zr€e€R, h2>0,
which is related to the Lévy distance through the implication

sup Z(x,h) <b+2h = L(F,G)<b+2h, b>0, h=>0. (3.4)
x
For the convolutions F, = F x &, and G, = G * &, we consider the deviation

I=F @)= Gola) = [ (Plo—ay) - Glo - o) o),

— 00

where ® = @, is the standard normal distribution function. Using the Kolmogorov
distance and the inequality (1.3) for the pair (F,, G, ), we get the uniform estimate

N<oFrGo < o [ ‘f@;g(t)‘eﬁm dt. (3.5)

Let us now estimate the integral I from below by splitting it into two parts I =
Iy 4+ I, where

I / (F(z - 0y) - Gl — oy)) dd(y),
ly|<i

L- /y)l(m — oy) - Gz — oy)) dD(y)
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with a parameter | > 0. Like I, the second integral can be estimated from above as
11| <2(1 —®() =4. (3.6)

At the same time, using the monotonicity of F' and GG, we obtain for the first integral
the lower estimate

Iy > (F(z —ol) = G(z + al)) (1 — 7).
Similarly,
—Iy > (G(z —ol) — F(z + ol)) (1 — ),

so that |Iy] = (1—~)Z(x,ol). Since |Io| < |I|+|I1], the inequalities (3.5) and (3.6)
imply that

1 Y
< — —_—. .
sgpﬁ(z,al) S 7 _,yp(F”’G”) + 1—~ (3.7)

Now we estimate the integral in (3.5) by using the elementary inequality

/Oo 16_027&2/2 dt < LB—UQT2/2.
T t O'2T2

Since |f(t) — g(t)| < 2, we have

/Oo |f(t) — g(t)|67¢72t2/2 dt < 2 o~ T2
T t 02772 ’

and hence the right-hand side in (3.5) does not exceed

1T ) —g() 2 orr
I N PACRS AN . S S
2r J_p t + T
Returning to (3.7), we see that
1 T —g() 2 o7 gl
1) < dt T2y T
Sgpj(x’ o) 27r(1 — ) [T t * (1l — 7)J2T26 1o v

Thus, according to (3.4) with h = ol, if we show that

2 —oT2/2 y
___ 2 Y <ol .
(1 — 7)02T26 . v 7 (3:8)

then we arrive at the estimate

f) —9(t)
t

1 T
LkG) < 2m(1—1) /—T

‘ dt + 201. (3.9)

1
We put 0 = T\/Qlog(l +T) and | = /2log(1 + T'). For this choice we have

1 ol 1
—2(1— (] —1/2 _ <=
v =2( () <e T ST
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For example, if T' > 1, then
1>+/logd >1.17, v <2(1—®(1.17)) < 0.26, (7(1—~))"' <0.44,
and thus

2 6_02T2/2 + Y _ 1 + Y
(1 —~)o2T? 1—v m1—-7)A+T)log(l+T) 1-7
0.44 2
SO+ Dleg+T) T147T
4log(1+T) 4log(1+T)
14T T

= 20l

(here the next-to-last inequality has to be verified only for 7' = 1).
Then (3.8) is satisfied, and we have the estimate (3.9): for all T > 1

L(F,G) < 1/T 18 -s)

i T t

4log(1+T)
dt+ —= T2

For 0 < T < 1 the last term on the right-hand side is greater than 1, and hence
this inequality is valid for all T > 0.
We give a direct corollary of this inequality.

Corollary 3.3. If the characteristic functions f and g coincide on the interval
[0,T7, then
4log(14+T
L(F,G) < 4log(1+T) )
T
If we use the property |f(t) — g(t)| < 2, then (3.2) implies the asymptotically

weaker estimate L(F,G) < 2/VT .

4. Distance in variation

When studying other, stronger metrics on .%, we commonly estimate the prox-
imity of smoothed distributions in terms of the total variation (which is one of the
strongest metrics). This is completely justified, for as a rule, smoothed distribu-
tions have smooth densities, and the distances between them in different metrics
are often of the same order. Thus, we concentrate on one standard estimate of the
distance in variation in terms of the characteristic functions.

Theorem 4.1. For any distribution functions F' and G with continuously differ-
entiable characteristic functions f and g,

oo oo

SO 9P [ 1@ -goPa @

—00

17 -Gl < |

— 00

The estimate (4.1) is sometimes written in the formally weaker form (see, for
example, [13])

IF-Glhv <y [ ro-gwla+s [ Ifo-gdora @)

—oo 2 —oo
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But we arrive at (4.1) by changing the scale, or, to be precise, applying (4.2)
to Fy(x) = F(z/r), G.(z) = G(x/r) and optimizing the right-hand side of the
resulting inequality over r > 0.

The inequality (4.1) remains valid for arbitrary functions F' and G of bounded
variation. The finiteness of the integrals in (4.1) provides the absolute continuity
of the function A = F — G. Consequently, if G has a density ¢, then F’ should have
a density p, and so (4.1) turns into

(/OO Ip(z) — q()] dx)4 < /OO |f(t) — g(t)|* dt /oo I (8) — ¢’ ()2 dt.

— 0o —00 — 00

Therefore, Theorem 4.1 has a more general statement, in which, moreover, the
condition of continuous differentiability of the Fourier transforms can be weakened
to absolute continuity.

First we recall that the total variation ||A|rv of a complex-valued function A
on the real line is defined as the least upper bound of the sums

n

> 1Alxk) — Ale-a)]

k=1

over all finite collections o < 1 < --- < x,, and the boundedness of variation
means that ||A|lry < co. In this case the limits A(—o0) = lim,, o A(z) and
A(c0) = lim, o A(z) are finite, and, without loss of generality, one can always
assume that A is right-continuous and A(—oo) = 0. If A is (locally) absolutely
continuous, then

o0

Al = [ 14 @) ds,

—0o0
where A’ is the Radon—Nikodym derivative. It is often convenient to identify A
with a Borel (complex-valued) measure on R that is determined by the equality
A((z,y]) = A(y) — A(z), x < y. Then A’ is the Radon-Nikodym derivative of the
measure A with respect to the linear Lebesgue measure. The uniqueness of A’ is
understood to within its values on a zero-measure set (that is, in the space L*(R)).

Theorem 4.2. Any (locally) absolutely continuous function a: R — C such that
[la(t)?dt < co and [|a’(t)]*dt < oo is the Fourier transform of an integrable
function b: R — C (which is unique in L), that is,

a(t) = /jo e b(x) de, teR (4.3)

Furthermore, in this case

(/0;|b($)|dx)4 < /Z |a(t)|2dt/o; ()| dt. (4.4)

Proof. We prove the theorem using standard arguments. First we assume that a
and a’ belong to L'(R) N L%(R) and we introduce the function

b(x) ! /00 e~ (t) dt. (4.5)

:% .
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Let us show that it is integrable on the whole real line.
The assumption a € L'(R) N L?(R) guarantees that b € L?(R), and Plancherel’s
formula holds:

/OO 1b()[? dz = % /OO la(t)|? dt. (4.6)

— 00 — 00

The conditions a € L'(R) and @’ € L'(R) let us deduce from (4.5) the equality

(iz)b(z) ! /00 e g/ (t) dt. (4.7)

:% .

Indeed, we note that since a’ is integrable, the function a has bounded variation,
and thus the limits a(—oc) and a(oo) exist and are finite. Moreover, a(—o0) =
a(oo) = 0 because a is integrable. Consequently, choosing an arbitrary N > 0, we
can integrate by parts:

N ) e—itr
/ e~ it a(t) dt = at)

_N —ix

t=N
1 N

t=—N W J-N

Letting N go to oo, we arrive at (4.7).
The condition o’ € L*(R)N L?(R) allows us to apply Plancherel’s formula on the
basis of (4.7), and we obtain

> 2 2 1 > 2
22|b(x)|? dt = 7/ o (8)[2 dt.
/OO 21 J_ o

Combining this with (4.6), we derive the equality

/_O; 11+ i 2[b(e) do = % (/_Z la(t)|? dt + /_O; ' (1)? dt).

Then by the Cauchy—Schwarz inequality, we have

(/_o;|b(x)das)2 _ (/_O; 11+ izl |b(x)||1_:m| dx)2

— 00 —

1 [ 2 L% e
<§ la(t)] dt+§ |a’ (t)|* dt.

—00 —00

Applying this to a,.(z) = a(rz) and optimizing over r, we obtain (4.4). Therefore,
b is indeed integrable, and hence the inverse Fourier transform can be used on the
basis of (4.5), yielding (4.3). Thus, the theorem is proved under the additional
assumptions.

Let us now consider the general case, and first reformulate the theorem in opera-
tor language. We denote the usual LP-norm of functions (with respect to Lebesgue
measure) by || - ||,. The basic function space in Theorem 4.2 is the Sobolev space
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W2 = W2(R) of all absolutely continuous complex-valued functions a(t) on the real
line with finite norm

1 ) 1 ) 1/2
/
lolhes = (5llal8 + 510'18)

We need the following assertion.
Lemma 4.3. The linear subspace H = {a € W2: a € L'(R), a’ € L'(R)} is dense
To see this, we note that every function a € H can be approximated in the norm
of W2 by functions
ax(t) = a(t) e 2, o> 0.
Obviously, a, € LY(R) N L3(R). Since |a,(t)| < |a(t)|, by the Lebesgue dominated
convergence theorem we have

o
/ lag (t) — a(t)|* dt — 0, o—0.
— 00

Moreover, since a’,(t) = a’(t)e="" 1 /2 —a(t)o2te=7"1"/2 (where the equality is under-
stood in the Radon—Nikodym sense), we have

a5 (1) = ' ()] < |’ ()](1 — e=*/%) + [a(t) 0|t /2,

o

Hence, using the estimate ze=*"/2 < 1/y/e (z = 0), we find that
la(t) = o () < 20a’ ()2 = 1) + oPa(0)

and again by the Lebesgue theorem,

[ea

/ () —d(D2dt -0, o —0.

— 00

Therefore, [la; — allyz — 0 as o — 0, and hence H is dense in WE.

Continuing the proof of Theorem 4.2, we denote by &b = b the Fourier transform
acting on functions b € L*(R). For functions a in H, we considered in the first
step the functions b = %a determined by (4.5), for which we have the identity (4.6)
and the inequality (4.4). Consequently,

[“ally < llallwz  and  [|Falls < (4.8)

—=lel2 < el
Moreover, #%a = a. In particular, ¥: H — L*(R) N L?(R) is a continuous linear
operator with respect to the norm [|b|| = [|b||; + [|b]2 in L'(R) N L3(R). But H is
dense in W2, and thus & can be extended by continuity to the entire space W2,
with the inequalities in (4.8) remaining valid. Since the operator & is continuous
in the norm of L2, the identity £%a = a also remains true. Then for all a € W}

1 2 1 12 1z
ol < (Glal3 +510'13) . Pb=a, b=%a
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It remains to make this inequality homogeneous over the space variable, in the
same way as this was briefly described in the first step. The proof of Theorem 4.2
is complete. [J

Remark 4.4. Tt is not necessary to use the derivatives in (4.1) if it is known that
the distributions F' and G have compact support. Indeed, we recall the notation in
Theorem 4.2. If b in (4.3) is concentrated on an interval [—R, R] with R > 0, then
by applying (4.6) we obtain

([ )
<zR/_ b(z)[2 da = R/ ()2 dt. (4.9)

In the case a = f —g, a € L?, the function A = F — @ is absolutely continuous and,
as a measure, has density b = A’, so that ||[Allrv = [~ |b(z)|dz. Consequently,
applying (4.9) to b, we arrive at the following inequality, which is simpler that (4.1).

Theorem 4.5. For any distribution functions F' and G that are concentrated on
an interval [—R, R] and have characteristic functions f and g,

IF -Gl < T [ 170 - sto)?ar

If the integral on the right-hand side is finite, then the function A = F — G is
absolutely continuous. As a measure, it has the density b = A’, and thus ||A|rv =

ffooo |b(z)| dx.

5. Kullback—Leibler divergence

The Kullback—Leibler divergence, also called the relative entropy or the infor-
mation divergence, is an even stronger distance than the total variation of the
difference of distributions. For absolutely continuous probability distributions F'
and G on the real line with densities p and ¢, this distance is defined by

p(rlje) = [ " ) 1og7;§g da

under the assumption that ¢(z) = 0 = p(x) = 0 for almost all = (that is, the distri-
bution F' regarded as a measure is absolutely continuous with respect to the mea-
sure G). In all the other cases one sets D(F||G) =

In the general case we have 0 < D(F||G) < oo, and D(F||G) = 0 if and only if
F = G. However, this functional is not symmetric with respect to (F, G) and thus is
not a metric in the space .%. Nevertheless, in many problems the quantity D(F||G)
serves as a convenient measure of the proximity of F' to G. It is related to the
distance in variation by the well-known Pinsker(-type) inequality

o] 2
D(FYG) > 517~ Gl =5 ([ Iote) — ] )

— 00
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We also note the relation to the classical entropy

h) == [ pla)logp(e) da.
where X is a random variable with density p. Namely, if Z is a Gaussian random
variable with distribution G, and X and Z have equal expectations and variances,
then

D(F||G) = h(Z) — h(X).

The problem of estimating the proximity of F' and G in the sense of the Kullback—
Leibler divergence in terms of the characteristic functions has been little studied.
We present a result for the important case when G = @ is the standard normal
distribution, that is, has the characteristic function g(t) = e /2. Let

.t 3
Ja(t) = e t’/2 (1 +a(23') ), t,a € R.

The function g, is the Fourier transform of the density

1 _» 23— 3z
Yalx) = Ee /2 (1 + a3!>

of a ‘corrected’ Gaussian distribution (note that this density can assume negative
values).
As before, ||ul|o denotes the L?-norm of a function u:

e = ([ o dt)m.

Theorem 5.1. Let F' be a probability distribution on the real line with the charac-
teristic function f, and let ffooo |72 dF (z) < oo. Then for any a € R

D(F||®) < o® +4(If = gallz + 1/ — 92 ll2)- (5.1)

The condition of finiteness of the third absolute moment of F' guarantees that
the characteristic function f has three continuous derivatives.

The inequality (5.1) was proved in [14] in the study of the entropy variant of the
central limit theorem. For a = 0 it is simpler:

D(F||®) <A(If =gl + 11" = g"2)

and can be regarded as a complete analogue of Theorem 4.1. However, taking other
values of « leads to more accurate estimates for D(F||®).

6. Lévy—Prokhorov distance

Now we return to weak probability metrics (that is, metrics giving weak conver-
gence of probability measures).

A natural modification of the Lévy distance for Borel probability measures F
and G on an arbitrary metric space (M, d) is the Levy—Prokhorov distance 7(F, G),
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which was introduced in [15] for metrization of weak convergence. It is defined as
the greatest lower bound of values i > 0 such that

F(A) < G(Ap) + h (6.1)

for all Borel sets A C M. Here Aj denotes the open h-neighbourhood of A in the
metric d, that is,

Ap={x e M:3Jye M, d(z,y) < h}.
Though this definition is formally not symmetric, the dual inequality G(A) <
F(Ap) + h easily follows from (6.1).

In the case M = R, if we restricted ourselves in (6.1) only to half-axes A, we
would return to the Lévy distance. Thus, the Lévy—Prokhorov distance is stronger:
L(F,G) < w(F,G) (in the case of the real line we identify probability measures F
with the associated distribution functions z +— F(—o00,z]). Nevertheless, these
metrics generate the same topology of weak convergence in .%. In the case of the
Euclidean space M = RF, another generalization of the Levy metric is the distance
defined by (6.1) for the class of all half-spaces; it is sometimes called the Tsirelson
distance.

Yurinskii [16] proposed a variant of estimation of the proximity of probability
distributions on R* in the Lévy-Prokhorov metric in terms of the proximity of the
corresponding characteristic functions under the additional moment conditions

/ [|2||*/2+ dF (z) < oo and/ |||/ 2H 4G (z) < oo (6.2)
Rk RF
and under the assumption that G has a density ¢ such that
[ late+ )~ a(o)] o < 1] (63)
RE

(a smoothness-type condition by analogy with Theorem 2.1). Under these condi-
tions, he obtained the smoothing inequality

(F,G) <clw(F*H,G*H)+CQ(1+A)/ 2|l dH (),
Rk‘

valid for any probability measure H on R, with constants ¢; and ¢y depending only
on the dimension k. The Lévy-Prokhorov distance between smoothed distributions
can be estimated in variation (Theorem 4.1 with & = 1), which finally yields the
following result [16]. We formulate it in the one-dimensional case, taking into
account a remark of Abramov on a possible weakening of the conditions (6.2) in
terms of pseudomoments.

Theorem 6.1. Let F' and G be distribution functions with characteristic func-
tions f and g, respectively, and let

/oo 2| |F — G|(dz) < . (6.4)

If (6.3) is satisfied, then for any T > 0 and some absolute constant ¢ > 0

T 1/2
x(r,6) < ([ 150 -aOP + 170 - gy P )+ 152 65)
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Here |F — G| is the variation of the function F' — G, regarded as a finite positive
measure on the real line. We note that the continuous differentiability of f — g is
guaranteed by the moment condition (6.4).

Although the first term on the right-hand side of (6.5) is in general much larger
than the analogous integral term in Esseen’s inequality, the main feature of (6.5) is
the decrease of the second term (which holds due to (6.3)). Thus, in applications
related to the convergence rate in the central limit theorem (when G = ®), Yurin-
skii’s inequality implies the correct asymptotic behaviour and thereby essentially
strengthens the assertion about normal approximation for sums of independent
variables (compared to the statement about normal approximation in the sense of
the Kolmogorov distance).

In the general case, that is, without additional smoothness-type assumptions,
estimates of the proximity w(F,G) in terms of the characteristic functions were
studied by Abramov [17] and Zaitsev [18], [12] (see also [19]). We give a result
obtained in [18] and [12].

Theorem 6.2. Let F' and G be distribution functions satisfying (6.2) with k =1,
and let f and g be their characteristic functions. Then for any T > e
logT

T )

er(F,G) < I(F,G) + (6.6)

where ¢ > 0 is an absolute constant and

1.0 = ([ —owra [ (L0 -gor 150 -gwF)a)

The presence of the term (logT)/T on the right-hand side of (6.6) makes this
inequality closer to the Zolotarev inequality for the Lévy distance, whereas the
functional I(F,G) reminds us of the estimate (4.1) for the total variation (though
with the essential difference that the integrals are now taken over the finite inter-
val [=T,T]). The strengthening of the Zolotarev inequality implies, for example,
the following statement, which is an improvement of Corollary 3.3 in terms of the
Lévy—Prokhorov distance.

Corollary 6.3. If the characteristic functions f and g coincide on an interval [0, T
with T > e, then
logT

F < )
m(F,G) < ¢ T

where ¢ is an absolute constant.

7. Distance in the LP-metric

Another important distance in the space .# is the distance in the metric of the
space LP(R):

oo 1/p
|F—mu=(/|Fm—G@Wm) L l<p<oo

— 00

Unlike the Lévy distance and the Lévy—Prokhorov distance, it is homogeneous of
order 1/p with respect to the space variable: if random variables X and Y have
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distribution functions F and G, then for the distribution functions F,.(x) = F(z/r)
and G,(x) = G(x/r) of the random variables rX and rY (r > 0) we have

1E: = Gollp = /P F = Gl

The function p ~— [[F' — G|} is non-increasing, so ||F — G|, < [|[F — GH}/Z).
Thus, for finiteness of the LP-distance, it is sufficient to assume that the absolute
moments E|X| and E|Y]| are finite. Moreover, if E|X|® < oo and E|Y|® < oo for
some ¢ > 0, then, as is easily verified,

Jim [ = Gllp = [|F = Glleo = p(F, G).

We note another elementary relation:
L(F,G) < |[F - G|l2/@+). (7.1)

Indeed, if L(F,G) > h > 0, then from the definition of the Lévy distance it follows
immediately that there exists a point g € R such that G(zg — h) — h > F(xg) or
F(zg) > G(xo + h) + h. For definiteness let the second inequality hold. Then by
the monotonicity of F' and G,

xo+h

I1F =G > / |F(2) = Gz)|" dz > (F(z0) — G(zo + h))Ph > hF1.
xo

This proves (7.1).

It follows that the topology generated by the LP-distance is stronger than the
topology of weak convergence in .%. Nevertheless, convergence in the LP-metric on
any subspace of probability distributions with bounded absolute moments of order
a > 1, that is, under the condition [°_|z|* dF(z) < M with a fixed parameter M,
is equivalent to weak convergence.

For p > 2, one can estimate the distance ||F — G|, in terms of the corresponding
characteristic functions by using the classical Hausdorff—~Young inequality

~ p
lall, < llallg, q= E7 (7.2)

which is valid for any integrable complex-valued function a on the real line. Here

a(x) = / 2™ o (t) dt, r R,
is the Fourier transform of the function a with a modified scale.
According to (1.2), the difference F' — G is the Fourier transform of the function
L f(t) —g(t)
)= — NP
o) =5 =&
possible to apply (7.2), and then we obtain the following estimate (in which the
assumption of integrability can easily be dropped).

in the standard sense when a(t) is integrable. Hence it is

Theorem 7.1. For any distribution functions F' and G with characteristic func-
tions f and g, respectively,

27 ¢ p—1

—0o0

q 1/q

|FGIIP<(1 /Oo‘f(f)g(t)

forp > 2.
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This inequality remains true for arbitrary functions F' and G of bounded variation
such that F/(—oo) = G(—o0) and F'(0c0) = G(o0) (in this case we can integrate by
parts in (1.1) to obtain (1.2)). If we take the limit in (7.3) as p — oo, then we
return to the estimate (1.3) for the Kolmogorov distance.

For 2 < p < oo the constant 1/(27) in (7.3) can be made better if we use the
improved Hausdorff-Young inequality (see [20]). On the other hand, for p = 2 this
inequality turns into the following equality in view of Plancherel’s theorem:

IW—G@_Q;/ZVWtﬂw

Using this equality in (7.1), we obtain another well-known estimate for the Lévy

distance: . ) "
L(F,G)<<217T/ F(t) = 9(t) dt) .

t
— 00
However, this estimate can hardly compete with Zolotarev’s inequality.
Since | f(t) — g(t)] < 2, the proximity of the characteristic functions f and g on
a large interval suffices for the proximity of F' and G in the LP-metric. Indeed,

t) —g(t)]? > 20+l 1
perl L T ¢—-1T9
Using the relations

2a+1 YVa o 1 Alp-1) 1\ 1
_ ol+1/q(, _ 1\(»=1)/p b = 2
((q - l)T'“) 2T 7w S i (%) <3

i (7.4)

we obtain the following statement from (7.3).

Corollary 7.2. Let F' and G be distribution functions with characteristic func-
tions f and g. For p > 2 and for any T >0

LT £0 =90
iF-cly<z(

t
In particular, if f and g coincide on an interval [0,T)], then

4(p—1)
Ti/p

q 1/q
4p—-1)
dt> + i (7.5)

1F = Gllp <

8. Distance in the L'-metric

For 1 < p < 2 the inequality (7.3) no longer holds, and other approaches are
needed for estimating the proximity of distributions in the LP-metric in terms of
the characteristic functions. Let us consider the most interesting case p = 1, when
we deal with the mean distance in the space .#. In view of the relation between
the distance in the L'-metric and the Kantorovich distance and other transport
metrics, we use another standard notation:

Wi(F,G) = |F - G| = / [F(z) — G(a)|dz, F.GeZ.

— 00

Recall that, according to (7.1) with p = 1, the relation L?(F,G) < W1 (F,G) holds.
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Let f and g be the characteristic functions for distribution functions F' and G.
If the quantity W1 (F,G) is finite, then f — g is continuously differentiable, and
a(t) = (f(t) — g(¥))/(—it) is the Fourier transform of b = F' — G. Thus, we can use
Theorem 4.2, which yields the estimate

2 L[] f(t) —g(t)
Wl(F,G)<2/_OO‘t

2 2

dt.

L [>]d f(t) —g(t)
dt+§/_oo T

Just as done before Corollary 7.2, here we can narrow the integration interval to
[T, T], and then in the best case we obtain an estimate of type

o< ([ PO a) " ([ A HOZs0F )T
(8.1)

by analogy with the inequality (7.5) for p = 2 (and with an additional integral
containing the derivatives of the characteristic functions).

To replace the last term ¢/v/T by ¢/T' (which would agree with the power of T
in (7.5) for p = 1), Esseen proposed the use of smoothing by means of a special finite
signed measure Hp with parameter T" > 0 on the real line with Fourier—Stieltjes
transform

T
17 |t‘ g 5 0
2
h,T(t) == 07 |t‘ > T7
2T—1t) T
= T | <T
0 S<u

Note that 0 < hp(t) < 1 and |h5(t)] < 2/T (Jt| # T,7/2). In terms of the
characteristic functions vr(t) = (1 — [t|/T), we can write hy = 2vp — vp/o. It
follows immediately that ||Hr|Tv < 3.

From this point on, we mainly follow the exposition of the monograph [13],
though with some modifications. We denote the class of all complex-valued func-
tions A = A(x) with bounded variation on the real line by V, and the class of their
Fourier-Sticltjes transforms a = a(t) by V. Let ||alltv = || AllTv-

The class V is closed under convolution, and hence V is closed under multipli-
cation and is an algebra, in which this norm has the properties

la+bllev < llalley +[[bllev - and [labllsy < flaflev[|]lev

for all a,b € V. The variation norm does not change if we change the scale, and
thus for a,.(t) = a(rt) we also have ||a, |t = ||a||tv-

Any characteristic function has norm ||al|yy = 1, and in particular, ||1|j, = 1.
In the general case, when the function a is absolutely continuous, the conditions
[ la(?)|? dt < oo and [ |a’(t)|* dt < co guarantee that a € V, and by Theorem 4.2

e < ([ tatoar [~ |a'<t>|2dt)1/4. (52)

— 00 —0o0
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Example 8.1. Let us consider the function

4t |t|<T
wr(t) = -T2’ T2
r 1 |t|>T

—it’ ol

To estimate its norm we can use the identity ur(¢) = (2/T)uq(2t/T), which reduces
the problem to the case T' = 2. Applying (8.2), we immediately obtain the estimate
[luzlltv < 4/8/3, and thus

c 8
furle < 5 e=2y/% 53)

It should be noted that the problem of minimizing |u/|¢y in the class of all

functions u € V such that u(t) = 1/(—it) for |t| > 1 was studied by Beurling
(see [4]). It turned out that the minimum value is 7/2 = 1.57... (the example of
ug gives the value 1/8/3 = 1.63. .., which is slightly worse).

Now let A be a given function of bounded variation with Fourier—Stieltjes trans-
form

alt) = / e qA ().

— 00

If A is integrable, then A(—o0) = A(co) = 0 and the function a is absolutely
continuous (locally). Moreover, we can integrate by parts:

b(t) = a_(—:) = /OO e A(z) do = /00 e dB(x), B(z) = /w A(y) dy.

t —o0 —o0 —o0

Hence, b belongs to V and has the norm
¥ = 1Bl = [ 1AG)] da

On the other hand, if we use the representation b = bhr + b - (1 — hp), then we
get by the triangle inequality that

[0t < [|bA7[[ev + (- (1 = ) fgv- (8.4)
Since 1 — hr(t) = 0 for [t| < T/2, the equality
b(t)(1 — hr(t)) = a()u(t)(1 — hr(t))

holds for any function u € V such that wu(t) = 1/(—it) for |t| > T/2. Moreover, in
this case

16 (1 = hr)llev < llallovllullevl[T = Az ey
<

Here |lall+v = [|A||Tv and ||1 — hplltv < 1+ ||hr|ltv < 4, and hence

16+ (L= hr)llev < 4 Allpvllulley-
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Taking the function ur in Example 8.1 as u, we get from (8.4) the smoothing-type
inequality

o 4c||A 8
A czz\/; (.5)

— 00

Let us consider the first term on the right-hand side of this inequality. Apply-
ing (8.2) and using the fact that hy = 0 outside the interval (=T, T'), we arrive at
the inequality

T T
loneli, < 5 [ pORe@Fa g [ je@n@yEa (50

Here the first integral does not exceed € = fTT |b(t)|? dt. In addition, the identity
(bhr) = b'hr + bhln (in the sense of Radon-Nikodym) for |t| < T implies the
inequality
8lb(1)[”
(bhe () < 2 @ + ST
which holds almost everywhere. Consequently, putting 6 = fTT |/ (t)|? dt, we can
estimate the second integral in (8.6) by the quantity 20+ (8/72)e and finally obtain

1 4
2
The last inequality together with (8.5) yields the following theorem of Esseen [21].

Theorem 8.2. Let A be a complez-valued integrable function of bounded variation
with Fourier—Stieltjes transform a. Then for all T > 0

/_ZAu)mxgcT(/_z 0 2dt>1/2+(/_i

where cp = (1/2 4+ 4/T?)Y/? and c is a constant. In particular, (8.7) holds with
c=164/2/3 < 13.07.

d a(t)
e

2 1/2
dt) +c ”AJTV , (8.7)

If A=F — G, where F and G are distribution functions, then ||Alrv < 2, and
we obtain the following improvement of (8.1).

Corollary 8.3. Let F' and G be distribution functions with characteristic func-
tions f and g. If W1(F,G) < oo, then for oll T > 3

s ([ ) ()

where ¢ is a constant. In particular, if f and g coincide on [0,T], then W1 (F,G) <
¢/T.

ft) —g(t)
t

d f(t) —g()

dt t

2 1/2 c
dt =, (8.8
) + (8:8)
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By (8.7), we can take ¢ = 32\/% in the last inequality. This constant can be
improved on the basis of the indicated result of Beurling. Esseen [4] showed that
W1 (F,G) < 7/T in the case when the characteristic functions f and g coincide on
the interval [0, T.

Finally, to draw attention to the relationship between Theorems 8.2 and 4.2, we
reformulate (8.7) and observe that a(t)/(—it) is the Fourier transform of A. Upon
changing the notation, we obtain the following assertion.

Corollary 8.4. For any integrable function b: R — C of bounded variation, its
Fourier transform b is a (locally) absolutely continuous function, and for all T > 0

[owerare (3e)" ([ ora)”
(L

2 N2 gy
—b(t)| dt — b .
G0) @)+ Tl

Letting T tend to infinity, we derive an inequality that is equivalent to (4.4) up
to an absolute multiplicative constant.

9. Ideal Zolotarev metrics

In the mid-1970s, in connection with problems on the rate of convergence in
the central limit theorem, Zolotarev introduced the so-called ideal metrics in the
space of probability distributions on R*. Among these metrics the following are
the most important (see, for example, [22], [23]). For simplicity we consider only the
one-dimensional case.

Fix an integer s > 0. For probability distributions ' and G on the real line that
have finite absolute moments of order s, we put

/ udF—/ udG‘, (9.1)

where the supremum is taken over all functions u: R — R having a derivative of
order s — 1 satisfying the Lipschitz condition:

(s(F,G) = sup

V(@) V() <z —yl,  zyeR

(it is sufficient to consider s times differentiable functions u such that |u(®)| < 1).
In the case s = 0 we obtain the distance in variation {o(F,G) = ||F — G||Tv.
In the case s = 1 it is easy to see that we return to the metric in L':

/_O;udF—/_o;udG‘ :/_Z|F($)—G(x)|dx

In the case s = 2 a similar formula holds:

G(F,G)= sup

flllLip<1

ara = [ Z] [ Fw - Gw)asas
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In the general case we let by = F' — G and obtain the recurrence relation

GEa) = [ p@lan nw= [ bawan 02

which yields the representation

GR.G) = o ]/ GOy 53

Note that for the finiteness of (s(F,G) it suffices that F' and G have coinciding
moments of orders up to s — 1 inclusive:

/OO xde(m):/oo PdG@),  p=1,...s—1, 9.3)

— 00 — 00

and also have finite absolute moments [*_|z|*dF(z) and [~ |z|*dG(z) (which
was assumed from the beginning).

The distance (, is homogeneous of order s with respect to the space variable: if
random variables X and Y have distribution functions F' and G, then the distribu-
tion functions F, and G, of the random variables rX and 7Y (r > 0) satisfy

C(Fr, Gr) =1°C(F,G).
These metrics are related; in particular,
(1+s 2 (2+s
G <G, QP <aeS,
where the constants depend only on s (see [9], Theorem 3). For example, (? < 8¢
(see [23]).
Using (2, we can estimate the Lévy—Prokhorov distance by
73 (F,G) < cG2(F, G), F,GeZF

with some constant ¢ (see [24]).

The Zolotarev metrics can be defined similarly also for non-integers s = m + «
(m an integer, 0 < o < 1). In this case the supremum in (9.1) is taken over
all m times differentiable functions v having derivatives of order m that satisfy the
Lipschitz condition with exponent a:

™ (@) —u™ ()| < e —yl*,  zyeR.

By (9.1), the definition of (;(F, G) can be extended to any functions F' and G of
bounded variation. For finiteness of (1 (F, G), it should be assumed that the integral
[75 |F(z) — G(=)| dx is finite, which, in turn, is guaranteed by the condition

/fo || ’d(F(x) — G(x))| < 00,

and then we necessarily have F'(—o0) = G(—o0) and F(00) = G(00).
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In this more general case, we pass to the problem of estimating the Zolotarev
distance in terms of the Fourier—Stieltjes transforms

f) = /00 e dF(z) and g(t) = /OO e dG(x), teR.

—00 — 00

To estimate (;(F, G) one can use Theorem 8.2 or Corollary 8.4: the inequality

G(F,G) < (/i £(6) —g(t) 2dt>1/2+</:; df(t)_g(t)zdt)l/z

t dt t
14
—||F -G
t 7 [ v

holds for all T' > 3.
If the function by (z f - — G(y)) dy is integrable, then we can integrate
by parts on the right- hand 51de of the equality

L—itg@) - / °; ¢ (F () - G()) do = /_ Z 't dby (@),

which implies that

Applying Corollary 8.4 to b = by and taking the equality ||b2|rv = (1 (F,G) into

account, we now get that
T1r@ =g N ([T d £~ gt)
ey (12520 ) ([ fa 20

2
Note that the integrability of b is guaranteed by the conditions
/ xdF(z) = / xdG(x), / |z|? |d(F(z) — G(z))| < oo,

where, as usual, |d(F(x) — G(z))| denotes the variation of F' — G (which is a finite
positive measure on the real line).

Proceeding on the basis of the recurrence formula (9.2), we arrive at similar
estimates for arbitrary integers s > 1.

oo

2 1/2
14
dt) +?C1(F, Q).

Theorem 9.1. Let F and G be functions of bounded variation that have identical
moments of all orders up to s — 1 inclusive (the condition (9.3)) and are such that

/_ j2* [d(F(z) — G(x))] < oo.
Then for all T > 3

e ([ [0z )" ()

with some absolute constant ¢ > 0 (one can take c = 14).

) —g(®) d f(t)—g(t)

2 1/2
dt
s )

+ T Cs—1(F,G)

In the class of distribution functions, this inequality was proved by Zolotarev [25]
(up to an absolute constant); it is also given (without proof) in [23], p. 80.
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10. Transport metrics

Let (M,d) be a complete separable metric space, and denote by %#,(M) the
space of all (Borel) probability measures F' on M that have a finite moment of
order p > 1, that is, satisfy the condition

/(d(m,xo))de(x) < 00

for some (and hence for all) zo € M. We put

wyr6) =it ] (d(%y))pdﬂ(%y))vg

where the infinum is taken over all probability measures g on M x M with marginal
distributions F' and G, that is, over measures such that

WA X M) =F(4),  p(M x A) = G(4)

for all Borel sets A C M. The functional W), turns .%,(M) into a metric space.
According to Vershik’s historical study [26], the distance W; was introduced by
Kantorovich in the late 1930s. The latter also considered more general functionals

of the form
W =i [[ cla.y) dulzy),

with the following interpretation: if the cost of transporting a ‘particle’ from point
x to point y is ¢(zx, y), then the cost of optimal transportation of a ‘mass’ F' to G is
equal to W (see [27] and [28]). Therefore, the distances W), are also called transport
distances or minimal distances. A detailed discussion of many important properties
and applications of these metrics can be found in [29]-[32]. Here we mention some
of them.

As follows directly from the definition, the function p — W,(F,G) is non-
decreasing, and hence the metric W, becomes stronger with growing p. The Kan-
torovich distance is related to the Lévy—Prokhorov distance by the inequality

w(F,G) < (Wy(F,G)" Y. (10.1)

This is an analogue of the relation (7.1) between the Lévy metric and the metric
in the space LP. We give a similar proof. Assume that F'(A) > G(Ap) + h for some
h > 0 and some Borel set A in M. Then for any probability measure g on M x M
with marginal distributions F' and G we have

// d(z,y)? du(z,y) > //M\Ah l’y " dp(x,y)

Pu(Ax MNM x (M\ Ay))

>h
> WP (F(A) — G(Ap)) > hP+L,

Consequently, W2 (F,G) > h?*!, which proves (10.1).
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From (10.1) it follows that the topology generated by W, on .%,(M) is stronger
than the topology of weak convergence. In fact, there is the following characteri-
zation (see [30]): W,(F,,F) — 0 as n — oo if and only if n(F,, F') — 0, and for
some (equivalently, all) zo € M

/(d(x,xo))den(a:) — /(d(x,mo))p dF(x).

Thus, convergence in the metric W), is equivalent to weak convergence on many
subspaces of the space .#,(M).

For p = 1 the famous Kantorovich-Rubinstein theorem provides a dual descri-
ption of the metric W1 (see [33] and [34]): for all F,G € F#1 (M)

/ude/udG

where the supremum is taken over all functions u: M — R satisfying the Lipschitz
condition |u(z) — u(y)| < d(z,y), x,y € M.

Therefore, in the case of the real line M = R with the canonical distance d(z,y) =
|z — y|, we return to the metric in the space L':

W1 (F,G) = sup

b

Wi(F,G) =G (F,G)=||F -G|1 = / |F(z) — G(x)| d. (10.2)
Here F' and G on the right-hand side are distribution functions associated with the
corresponding probability measures. However, W, with p > 1 does not reduce to
the distance in the space LP, and there is a similar description

e (/01 F7H0) - G‘l(t)lpdt>1/p

in terms of generalized inverse functions F~1(¢) = inf{zx € R: F(z) > t}.

The identity (10.2) suggests that there is possibly a close connection between
the Kantorovich and Zolotarev distances. Interesting results in this direction were
recently obtained by Rio [35]. In particular, he showed in [35] that for any proba-
bility distributions F' and G on the real line the estimate

Wy(F,G) < epG(F, Q)P p>1, (10.3)

holds with ¢ an absolute constant.

11. Quadratic Kantorovich distance

In the hierarchy of the metrics W), with p > 1, the particular case p = 2 is
most popular. The distance Ws is often regarded as an analogue of the Euclidean
distance in the space % (M). Hence, questions connected with estimation of this
distance have been the subject of many investigations. The problem of estimating
the proximity of F' and G in the metric W5 in terms of the Fourier—Stieltjes trans-
forms is yet to be studied. This observation also applies to other values p > 1, with
the exception of the case p =1 and M =R (in view of the relation (10.2)).
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We cite an important result of Talagrand [36] that connects the quadratic Kan-
torovich distance and the Kullback-Leibler divergence (see also [37]): for all F' €
F2(RF)

W2(F,®) < 2 D(F||®), (11.1)

where ® is the Gaussian measure on R* with density

1

o(o) = Gryerze 1

with respect to

dF(x)
dx

Lebesgue measure, the estimate (11.1) can be made more concrete:

In the case when the distribution F' has density p(z) =

2 < p(z)
W5 (F,®) < 2/}Rk p(z) log ) dx.
The inequality (11.1) is called the transport-entropy inequality. We refer the reader
to [38], where other interesting relations are also given for W.

Applying (11.1) to smoothed distributions and using the estimate (5.1) for
the Kullback-Leibler divergence (Theorem 5.1), one can estimate Wo(F,®) in
terms of the characteristic function f of the distribution F. Let us consider
the one-dimensional case. We obtain the following theorem, which involves the
Fourier—Stieltjes transform

ga(t) = e /2 (1 + a(Z;)S>

of a ‘corrected’ Gaussian distribution.

Theorem 11.1. Let F' be a probability distribution on the real line with character-
istic function f, and let ffooo |z|>dF (z) < co. Then for any T > 1 and o € R

T
T 1/4 1/4
[ 1 -giora) o FE 1)

-T

where ¢ > 0 is an absolute constant and

war o) <af [ 1A - a0 dt)m

T 2
Qr - / (O PO+ 17O (L e,

In applications it is natural to choose T so that the integral Q7 remains bounded,
and the quantity a should be chosen to be small of order 1/T but not necessarily
equal to zero; this can significantly decrease the values of the first two integrals.

In proving the theorem we use the notation W5(X,Y) instead of Wh(F,QG)
and D(X||Y) instead of D(F||G), where the random variables X and Y have the
distributions F' and G, respectively.
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We put X, = X 4+ oY with ¢ = 1/T, and we assume that the random vari-
able Y does not depend on X and has a symmetric distribution with character-
istic function h such that h(t) = 0 for [t| > 1, with E|Y]? < C3 (C > 1). We
can take a normalized convolution power of the triangular characteristic function
ho(t) = (1 — |¢|)+, for example

it (61)
hi(0)

h(t) =

By convoluting hg with itself sufficiently many times, we obtain a positive-definite
function that is differentiable the necessary number of times. Consequently, after
normalization we are dealing with the characteristic function of a random variable
that has finite absolute moments of the necessary order, and we can also control
the support of the characteristic function.

By the definition of the quadratic Kantorovich distance,

Wi(X,,X) <E(X, - X)?=0%EY? < — . (11.2)
The triangle inequality for the metric W5 implies that
Wa (X, Z) < Wa(Xq, Z) + Wa(Xe, X),

where it is assumed that the random variable Z has the standard normal distribu-

tion ®. Hence
W3(X,Z) < 2Wi(X,, Z) + 2W3(X,, X),

and from the inequalities (11.1) and (11.2) we derive the smoothing-type inequality

207

W2(X,Z) <4D(X,||Z) + T

To estimate the entropy term in this inequality, we apply (5.1) to the distribution
of the random variable X,. It has the characteristic function f,(t) = f(t)h(ot),
and thus

D(Xo|1Z) < 4(Ifo = gallz + /7" = g ll2) +

so that we have
2 " /// C
W3(X,2Z) <16 (| fo = gallz + 117" = g2 ll2 )+7+4a (11.3)

For |t| > T the equality f,(¢) = 0 holds, and we obtain
T
o= gald = [ 1020 - gu®Pdt+ [ Jgato ar
-T [t|>T

where the last integral decreases exponentially with respect to T (and even at
a higher rate). The same is valid for the derivatives, and hence

Ci(1+ |af)? C1(1 + |af)?
/ \ga(t)|2 dt < 1( T4| |) and / |g///( )|2 dt < 1( T4| |)
[t|=T [t|I>T
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with some constant C; > 1. Using the temporary notation

fulle = | i ju(t)? dt)m,

we get from (11.3) that

Cy(l+ |
W2(X,2) <161y — galle + 16117 — g+ U1 g2
C
< 16][fo — gallr +16]1£5" — 9o/l + ng + Cya?

with some constants C;. Moreover, we can approximate f, on the interval [—T',T]
with the help of f in the sense of the L?-norm, and by the triangle inequality for
the L?-norm,

C
W3(X, 2) S 16|f = gallr + 161" — g2 | + 75 + Cac?

+ 16| fy — fllz + 16| £7 = f" |7 (11.4)

It remains to estimate the last two norms. In view of the symmetry of the
distribution of the random variable Y, we have h'(0) = {EY = 0. Moreover,
|h"(s)] < EY? < C2. Consequently, by Taylor’s formula |h(s) — 1| < C?s%/2 for
all s. It follows that

C?0?

|fo(8) = F@OI < [fF @] h(ot) — 1] < =2 f(2)]

and

020_2 T 1/2 C2
1fo = fllr < —5 (/Tt4|f(t)|2dt> <ﬁ\/cg7. (11.5)

Using the inequalities |h’(s)| < C|s| and |h(")(s)| < E[Y|" < C” (r = 2,3) and
differentiating f,(¢) three times, we obtain the similar pointwise estimate

11(®) = £ ()] = 3o " (O (o) + 30 (DR (0t) + 7 F (D) (o)
<ICUA (" (O] + 1 O] + 1)),

which implies that

T 1/2 5
15 = e <32 ([ Qe+ 1ol o) a) < v

Taking this inequality into account along with (11.5), we deduce from (11.4) the
required estimate

Cs + 4C3/
W3 (X, Z) <16 ||f — gallz + 16[1 /" — g/ 1o + ST—QQT + Cya®.
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12. Smoothing measures with compact support

In the preceding inequalities where smoothing measures were used, the Fourier—
Stieltjes transforms of these measures had compact supports. But in some problems
it is desirable that the smoothing measures themselves have compact supports. In
this case, the corresponding Fourier—Stieltjes transforms can be rapidly decreasing
(at infinity), but cannot be concentrated on a finite interval. The problem of
the possible rate of decrease was considered by Ingham, who proved the following
theorem ([39]; see also [40]). We state it in a slightly different form.

Theorem 12.1. Let u: [1,00) — [0,00) be a non-decreasing function such that
> u(t
I = / M dt < oo.
1 t

Then for any ¢ > 1 there exists a symmetric probability measure H concentrated on
the interval [—cl, cI| and with characteristic function f satisfying the inequality

|f(t)| < e—tu(t) logc’ t>4.

For example, letting u(t) = «/(et®) with a parameter o with 0 < o < 1, and
taking ¢ = e, we can choose a measure H on [—1, 1] with characteristic function f
such that

e

1) < exp{—atl-a}, ‘>4

Another example u(t) = £/ log®(1+t) with a suitable value x > 0 gives the even
more rapid (almost exponential) decrease

log 2 t
1) < expd — -\
0] < esp{ -2 s}

~
WV
>~

and H is again concentrated on [—1,1].

However, it is known that under the assumption of a compact support it is
impossible to obtain an inequality of the form |f(t)] < Ce™“, t > ¢y (with some
positive constants ¢ and C'). Nevertheless, such an exponential estimate is possible
in the integral sense in view of the following elementary theorem.

Theorem 12.2. For any T > 0 there exists a symmetric probability measure H
concentrated on the interval [—1,1] and with characteristic function f satisfying
the inequality

/|>T |f(t)| dt < 2me?e™T/e, (12.1)
t =
ForT >1
dt
/ 1f(t)] — < 3e T/e, (12.2)
[t|>T |t]

As proposed by Ingham, one can take the measure H in Theorem 12.1 to be the
distribution of a convergent random series
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where the random variables X, are independent and uniformly distributed on

(-1,1).
To prove Theorem 12.2, it suffices to take the finite sum

1 n
Sp=-3" X, > 9,

with n = [T'/e] and T' > 2e. In this case 2 < n < T'/e, and S, has the characteristic
. in(t "
function f(t) = Ee*Sn = (sm(/n)) . Hence,

t/n
/ |f(t)| dt < / <n) dt = Le*nlog(T/n)
T 7 \1l n—1
T Te
<16 S e < et
[T/e]fle [T/e]—le e‘e

In the case 0 < T < 2e, one can take n = 2 and apply the inverse Fourier transform

. 2
t/2
to f(t) = (smt(/Q/ )> . Since Sy has the triangular density p(z) = (1 — |z|)+, we

find that [, f(t)dt = 7p(0) = . Consequently,

/ f@t)dt = < me2e~ /e,
0

Combining the two cases, we arrive at (12.1).
Similarly, for T > 2e

/00 IO /°° nY At 1 nogrimy Ly 67T

In the case 1 < T < 2e one can take n = 1, which gives

> dt * 1 1 3 4
- < —_ :i<,—/€
/T W)'t\/T Pl T S

(here we use the fact that e!/¢ < 1.5).

Combining both cases, we obtain (12.2).

The distributions H in Theorem 12.2 were used by Zolotarev to prove an inequal-
ity for the Lévy distance (Theorem 3.2).

13. Signed smoothing measures

Let us pass to smoothing measures with additional properties, without keeping
the property of positiveness.

Theorem 13.1. Let s > 1 be an integer. For any T > 1 there exists a symmetric
signed measure R on [—1,1] with total variation ||R||1v < c¢s such that

R([-1,1]) =1, /1 2P dR(z) =0 (p=1,...,s—1) (13.1)

—1
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and with Fourier—Stieltjes transform f satisfying the inequality
dt
/ |F(H)] = < 3c,eT/e. (13.2)
[t|>T ||

One can set ¢y =cog =1,c3 =3, and ¢c; = s( 281) for s > 4.

5

In the cases s = 1 and s = 2 the condition (13.1) is automatically satisfied for
the probability measure R = H in Theorem 12.2 (by the symmetry of H; hence
¢ = ¢y = 1). For s = 3 this condition is satisfied for p = 1 but not for p = 2. For it
to hold it is necessary to drop the property of positiveness of R as a measure, that
is, to drop the monotonicity of the associated function R(z) = R((—o0,x]), and to
take, for example,

R(z) = 2H(zv2) — H(x).

In this case ||R||Tv < 3, and thus we can put ¢z = 3.
In the general case, we let

R(z) = w1H<;1> NI wH(f)

where H is the distribution function in Theorem 12.2 (which we identify with the
measure H), and b; # b; (i # j). If all the quantities b; belong to (0, 1], then R as
a measure is concentrated on [—1, 1], and its total variation can be estimated as

[RllTv < Z |wil. (13.3)
i=1

The Fourier—Stieltjes transform f of the measure R can be expressed in terms of the
characteristic function h of H in the following way: f(t) = >.;_; w;h(b;t). Hence
by Theorem 12.2,

& dt -
f)| = = w-/ () — <3 |wileT/e. 13.4
/M| O =2 lwl [ b0l G <32 (13.4)

Now we pass to the condition (13.1). It reduces to a linear system in s unknowns
w = (wq,...,ws), which can be written in matrix form as Vw = e, where V is the
Vandermonde matrix

1 1 1
b1 ba bs
V= .
byt byt byt
and e is the column (1,0,...,0). It follows that w = V~le, and we can estimate

the right-hand side of (13.3) in terms of the b;. With this aim in view, we use the
following result from [41] on the norm of the inverse of a Vandermonde matrix: if
the norm of the s x s matrix A = (a;;) is defined by

S
Al = max z; |aijl,
]:
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then for A = V! we have

1+ b,
1
v < 1<<H‘b_b| (13.5)

For example, choosing b; = i/s, we obtain the upper estimate

S

1 1+j/s (%
Since w; = (4e); = a1,

>l = Ylanl € 35 X leol < st <5, ).

=1 =1 =1 j=1

Taking (13.3) and (13.4) into account, we get (13.2) together with the inequality
IR|Tv < 3(82_51), which proves the theorem.

14. Analogue of Esseen’s inequality for the L!-metric

In this section we give an example of the use of Theorem 12.2. In particular,
we are interested in a variant of Theorem 8.2 in which the L?-norm of the function
a(t)/t on the interval [T, T is replaced by the L!-norm, and the integral containing
the derivative is removed.

Let us prove the following theorem. Let A: R — R be a function of bounded
variation with Fourier—Stieltjes transform

a(t) = / e dA(z), teR,

and let A(—o0) = 0.
Theorem 14.1. If 1< f—a < TlogT (T > 1), then

/jA(m)|da:<ﬁ2_ﬂa/_i a()’

where ¢ is an absolute positive constant.

log T
T

dt—‘rC“AHTV (14.1)

In a somewhat weaker form when A = F' — G is the difference of two distribution
functions, such an estimate can be obtained with the help of the Zolotarev inequality
for the Lévy distance (Theorem 3.2). Indeed, if h > L(F,G), then for all x

(G(x+ h) — G(x)) + h,
(F(z+h) — F(x)) + h,

and it follows that

|F(z) — G(x)| < (F(z + h) — F(z)) + (G(z + h) — G(x)) + h.
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Integrating this inequality over the interval [, 5] and then letting h tend to L(F, G),
we find that

B
/|F<x> G(x)|dr < (14 (5 — a))L(F,C).

Thus, for all T > 1.3 the inequality (3.3) implies that

1+ (B-a) /T f(t)tg(t)‘

21 _-T

logT
T )

dt+2e(1+ (8- a))

B8
| 1F@ - G@lds <

where f and g are the characteristic functions of the distributions F' and G. Hence,
an advantage of the estimate (14.1) is the absence of the coefficient 3 — o on the
right-hand side.

To prove Theorem 14.1 we need an auxiliary inequality, which is of independent
interest.

Lemma 14.2. Let A: [, 3] — R be a function of bounded variation. Then for any
integer N > 1

(14.2)

/j z)|dz < Z

where x, = a+ (8 — a)k/N.

This inequality was proved in [42] for the difference of distribution functions
(with ||A||7v replaced by 2). The general case is similar; let I denote the collection
of indices k = 1,..., N such that the function A(x) does not change sign in the
kth interval Ay = (2g—1, ). The other indices form the complementary subset
JC{l,...,N}. Then for all k € I

/. 1A dr =

But if k € J, then obviously

/Ak A(z) dx|.

sup |A(z)] < sup [A(z) = A(y)] < |A|(A),

TEA z,yEAL

where |A| is the variation of the function A, regarded as a positive measure on
[, B]. In this case we obtain

08—«
[ @lds <laaoiad, A=t
Ay
Combining both estimates, we conclude that the integral [ |A ’8 x)| dz does not
exceed the quantity
N B—a
S| Awis] ¢ S i < 3] [ Awae] « 210 S o
kel k keJ k=1 k=1
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In view of the fact that the measure |A| is additive, the last sum does not exceed
||A|lrv. The proof of the lemma is complete. O
Passing to the proof of (14.1), we need to estimate the integral on the right-hand

a(t)

T
side of (14.2). It can be assumed that / t‘ dt < oo. We consider a function

of the form -T

U@ =5 [ Awdy,  seR h>0,
2h z—h
which is the convolution of the measure A with the uniform distribution on an

interval (—h, h) (the parameter h will be chosen later). It has the Fourier—Stieltjes

sin(th)
t S t).
ransform ih a(t)

Fixing another parameter ¢ > 0, which will be chosen depending on T, we
consider the convolution

o) = [ " Ule - oy) di(y),

where H is the probability measure in Theorem 12.2. Since this measure is concen-
trated on [—1, 1], we immediately obtain

|Uy(z) = U(x)| < sup |U(z — 2) = U(z)] < %\AWE —h—o,x+h+0o), (14.3)
|lz|<o
where the last factor on the right-hand side denotes the variation of A on (x—h—o,
x+h+o).
On the other hand, U, has the Fourier—Stieltjes transform
sin(th
o(6) = £l 20 o )

th

where f is the characteristic function of the measure H, and U,(—o0) = 0. The
function g is integrable, and hence the inverse Fourier—Stieltjes transform can be

applied: for all =
[ B[ ())
U,(2) = — itw dt.
@) =54 /_Ooe it

Using the inequality sup, |a(t)| < ||Al|Tv outside the interval [T, T], we obtain

1 (Ta(t 1 t
i< o [ |9a+ a0
iy T t 27T |t‘>a‘T t

Here we put o = (2elogT)/T and use (12.2) with 2elog T instead of T to estimate
the last integral. Then we arrive at the estimate

1 T
U, < —
Ua(2)] 2W/_T

) gy 3 Wl

t 27 T2
and from (14.3) we get that
1 T a(t) 3 ||A||TV g
U < — —2|dt + — —|A|(x — 0 — h, h).
v@I< g [ |52t o M Al =0~ ha o)
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Therefore, by the definition of the function U and the choice of o, we find that
foralz € R,h>0,and T > 1

/mi:hA()dy’ 7T/_T "

t
where

2elogT h 2elogT
T ’ T ’
(14.4)

a2 oty +

e(x,r) =|A|(x —ryx + 7).

We now return to Lemma 14.2 and use the same partition of [a, 8] into intervals
Ay = (Tg—1,xr) with endpoints xx = a + (8 — a)k/N. If we apply (14.4) to the
points zx = (xx—1 + xx)/2 and h = (8 — «)/(2N) and sum over all k = 1,..., N,
then (14.2) implies that

’ B—a [T]a(t) 3 ﬂ
A < —
[ e <50 ’ o
B—a QelogTZ < 2610gT>
e zp o+ . (14.5)
N T Pt T

Note that Z}ICV:1 e(zk,lh) <1||A||rv for any integer [ > 1. Thus, the sum in (14.5)
does not exceed the quantity

2elogT
(5L +2) hlav.

Consequently, taking the inequality  — o < T'logT into account, we arrive at the
estimate

B _ T
/|A(x)|dx<67a/ a(t)‘dt
a 2T T t
3 logT [B—a 2elogT (2elogT
A 2.
+” ”TV[ T N T Th
(14.6)
Letting N = [(8—a)T/log T|+1, we obtain (8—a)/N < (logT)/T, and if B—a > 1
then 5 5
— -«
Th=T >T 71 T.
ON 26— a)T/logT +2~ 3 °®

Thus, up to the factor (logT') /T the expression in square brackets on the right-hand
side of (14.6) does not exceed 3/(27) + 1 + 2e(6e + 2) < 102, and we obtain (14.1)
with ¢ = 102. Theorem 14.1 is proved. [

15. Variants of the Berry—Esseen inequality

Again let A: R — R be a function of bounded variation, with A(—o0) = 0. We
return to estimations of the L*°-norm

[A[] = sup |A(z)|
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in terms of the Fourier—Stieltjes transform

alt) = / et g A ().

—00

It we let ' =0 and G = A, then, under the assumption that |A’(z)| < L; for all z,
the Berry—Esseen inequality (Theorem 2.1) gives the estimate

i)‘dt—kc'Ll, T >0, (15.1)

T
t
</ |
r T

with absolute constants c,¢’ > 0. Interestingly, if we strengthen the property of
smoothness in terms of higher-order derivatives of the function A, then (15.1) can
be improved significantly. In particular, the following statement holds.

Theorem 15.1. If a function A is twice differentiable and sup, |A"” (z)| < L2, then

forall T >0
T
L
IA] < c/ alt) ‘ dt + /=2 (15.2)
-T

t T2’

where ¢ and ¢’ are absolute positive constants.

It is also of interest to find out whether this estimate can be made local, when
smoothness properties of the function A are known only in a neighbourhood of
a given point x. It turns out that a similar statement can be obtained in this case.

Theorem 15.2. Assume that a function A is differentiable s times in a neighbour-
hood A: |z — x| < se(logT)/T of a given point x (where T > 1 and s > 1 is an
integer) and that

sup |A®) (2)] < Ly(z, T). (15.3)
zZEA
Then
1 [Tlat) 1 log T\ *
< — —Z — .
401 < g [ | ade g +er@n(M50) . (s

where cs is a constant depending only on s.

We stress that such estimates are hardly of value in problems concerning, for
example, the rate of convergence in the central limit theorem when one is consid-
ering functions A = F — G with smooth G but generally discontinuous F. Nev-
ertheless, ‘discrete’ analogues of the inequalities (15.2) and (15.4) can be derived
for such purposes, and the condition (15.3) should be stated in terms of difference
operators of order s. Following this line of investigation, one can study, for exam-
ple, Edgeworth expansions for binomial distributions. For lack of space we do not
touch upon such generalizations here. /T alt)

We start with a proof of Theorem 15.2; assuming that ——=|dt < co. The

-T
inequality (15.4) is based on the smoothing of A by the signed measure R in The-
orem 13.1: we consider the convolution

o) = [ Alw—av)ariy) (15.5)



1058 S. G. Bobkov

with the parameter 0 = (selog T')/T. Since R is concentrated on the interval [—1, 1]
and R([—1,1]) = 1, we have

Ay(z) — A(z) = / (A(z — oy) — A(2)) dR(y).

-1

Expanding A(z — oy) by Taylor’s formula in powers of y and using (13.1), we get
that

14, (z) — A(@)] < T sup |[A®) ()| < T Ly(2, T). (15.6)
5' zE€A S'
On the other hand, A, has the Fourier-Stieltjes transform g(t) = f(ot)a(t),
where f is the Fourier-Stieltjes transform of the measure R, and A,(—o0) = 0.
Hence we can apply the inverse Fourier—Stieltjes transform:

Aj(z) = / T mia 90 4y (15.7)

2 —1t

Using the inequality sup, |a(t)| < ||A||Tv outside [-T,T] and then applying (13.2),
we find that

1 (Ta(t A t
|4, (2)] g—/ a()‘dH” ”TV/ f()‘dt
2r J |t 2 Jitzor
1 (Tla®) di 4 MAlrv s

o ol t 2r T

with the constant ¢, from Theorem 13.1.
It remains to combine this inequality with (15.6):

@< 5 [ |20 ars Bl 2 O oy (BT

t 2r T s! T
Since ¢; = ¢o = 1, we get, in particular, that

a( Ay 1 logT
< R — 7
|A(2)] % T ’dt+ T +elqi(x,T) T
a(t) ||A||Tv 2 log T\ ?
< i _ .
|A()] 277 _r| t o T2 +2¢°Lo(2, T) T

In the general case c; < s(isl), and we arrive at the required inequality (15.4)
with ¢; = ¢®, where ¢ is an absolute constant.

It is somewhat simpler to prove (15.2); we can follow the standard reasoning
used in deriving the Berry—Esseen inequality. As a smoothing measure in (15.5),
we take the probability measure R with the triangular characteristic function f(t) =
(1 —|t])+, that is, with the density

Y(x) = o (sirlx(;c2/2)>27
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and we let 0 = 1/T. Then we again have (15.7), and it follows immediately that

1 o0
el < 5 [
™ J_

oo

1 T

a(t)

a(t)
t’ dt. (15.8)

On the other hand, starting from (15.5), for fixed I > 0 we write

l
Ay(z) — A(x) = / (Ale = o)~ A(w) dR() + /| (Al —oy) — A@) dR(y).

Expanding A(z — oy) up to the quadratic term by Taylor’s formula and using the
symmetry of the measure R, we easily see that the first integral can be estimated
as follows:

l P (oy)? 3
‘/—Z(A(x_oy)_A(x))dR(y)’ </_l( g) Lng(y)zlg%.

We estimate the modulus of the second integral simply by 2v]||Al|, where v =
1 — R[-1,1]. Using (15.8), we obtain the inequality

1 [Ta) I3 Ly
Al € — —|dt + — — + 2v|| 4],
Al < 5= [ |92 at+ 5 75+ 24
which in the case v < 1/2 gives the required estimate
1 Tlat L
||A||<7/ th—kii.
2r(1—2v) J_r| ¢t 3(1—2v) T?

To fix the numerical values of the constants, we put | = 37/2, for example. In
this case

o 41
2y=4 z/J(ﬂc)dx:*/ —
37/2 T J3mj2 T
4 57 /2 1 4 © 9 64
g,/ deJr,/ Sdr = —— = 0.4323... .
T 371_/2 € T 57T/2IE 15’/T

Consequently, the inequality (15.2) holds with the constants

! 0.2804... and ¢ e or” 61.44
C= —— = U. e 1 = = = . e
21(1 — 27) “T31-29)  8(1-2)

16. Smoothing with a polynomial weight

We now return to functions of bounded variation of the form A = F — G with
a non-decreasing function F' and with smoothness-type conditions on G. We will
be interested in a generalization of Theorem 2.1 for the Kolmogorov distance with
a polynomial weight, namely, for

ps(F, G) = sup(1 + [a[*)|F(z) — G(2)],
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where s > 0 is a given integer (so that pyp = p).
The need to study such distances comes from the importance of non-uniform
c

estimates
F -G < ——,

where we can put ¢ = ps(F,G). For example, the particular case s = 2 lets us
estimate the distance in the L'-metric: integrating (16.1) over the whole real line,
we obtain the relation

z €R, (16.1)

Wl(Fa G) < WPQ(Fv G)
It also remains valid for the distance in the LP-metric for all p > 1. Note that for

p > 1 we can use (16.1) also with s = 1, and then we get that

2

1/p
N e

Before estimating ps in terms of the corresponding Fourier—Stieltjes transforms
of the functions F' and G, we fix in this section a general relation of the type (2.2)
between the distance ps(F,G) and the L*>-norm of the smoothed function

As(z) = 2°(F(z) — G(2)).

For this purpose, it is natural to require that F' and G have finite absolute moments
of order s, that is,

/ 2] dF (z) < oo, / l]* [dG()] < oo,

where |G| denotes the variation of G as a positive measure on the real line. In this
case, A; is a function of bounded variation, and Ag(—o00) = As(c0) = 0.

Let us fix a distribution function H, put Hy(x) = H(Tx) for T > 0, and choose
an [ > 0 such that the condition 1 — H([—[,!]) < 1/4 is satisfied.

Lemma 16.1. Assume that a distribution function F' and a function G of bounded
variation have finite absolute moments of integer order s > 1 and that G(—o0) =0
and G(o0) = 1. If G is differentiable and its derivative satisfies the inequality

sup (1 + |al*) |G' ()] < L, (16.2)
then for any T > 1

L
40l + Al < e o= ozl + 14, Eir) + 2 ). (163)

where the constant ¢ = c(s,1) depends only on s and l.

Proof. We prove the lemma by standard but routine arguments (see [3], Chap. VI,
Lemma 8). First we consider the non-polynomial case s = 0 and derive the inequal-
ity (2.2). Letting 0 = 1/T', we consider the convolution

1) = (Axtine) = [ Alw—0y)d) = hie) + 1),
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where A = Ag = F — G and
Io(z) = / Az —oy)dH(y), ©i(z) = /| Al — oy) dH(y).

We have |I1(x)] < 7v||A| with the coefficient v = 1 — H([-[,]). For an estimate
of the first integral, the monotonicity of F' and the Lipschitz property of G let us
use the inequalities

Az —oy) 2 A(x —ol) —20lL and — A(z —oy) > —A(z + ol) — 20lL,
which imply the estimate
|Io(z)| = (1 —~) max{A(z — ol), —A(x 4 ol)} — 2(1 — 7)olL.
Since |I(x)| = |Io(z)| — |I1(z)], we obtain
]| = (1 =v) max{A(z — ol), —A(z + ol)} — 2(1 — v)olL — ~[|4].

Taking the supremum over all x, we arrive at the estimate [|I]| > (1 — 2v)||A]| —
2(1 — y)olL, that is,

1—-v L
1-2y T

4] < <

which coincides exactly with (2.2). In particular, if v < 1/4, then this estimate
yields

L
Al < 2[| A * Hrl| + 3t . (16.4)

Now let s > 1. Fixing an arbitrary value e € (0,1/2], we choose a point xg such
that

Ay > (1= 4,0 > 1Al (16,5
Without loss of generality we can make the two assumptions
lzo| > 4sl and |Ag(xg)| = 2°T30lL. (16.6)
Indeed, if the first condition fails, then by (16.4) and (16.5) we have
[As]l < 2[As(zo)| < 2(4s0)°[A(wo)|
< 2(4sl)°||All < 4(4sl)°||A = Hp|| + 61(48[)5% ,
which automatically implies (16.3), namely,

L
A + | As|| < (2 +4(4sl)*) | A = Hp|| + (31 + 61(431)3)T ) (16.7)

If the second condition fails, then ||A,|| < 2|As(xo)| < 2°T*L/T, which gives us
the similar estimate

L
1Al + 14| < 21 A% Hrl| + (3 +27")i=. (16.8)
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We consider a convolution analogous to the one at the beginning of the proof:

oo

I(2) = (Ay = Hr)(z) = / Az — oy)dH(y) = Io(z) + L (2),

— 00

where
:/ As(x — oy) dH (y), Il(x):/ As(x — oy) dH (y).
lyl<i ly|>1

Again, |I ()] < v||4s|, with v =1 — H([-1,1]), so for all =

1] = [1(z)] = [To(z)| — [ As]l (16.9)

Next we estimate |Io(x)| from below either at the point x = zg—ol or at x = xo+0l,
depending on the sign of A(zg). For definiteness we assume that A(zg) < 0.

For all z € [xg — 201, x¢] there exists a point zp in the same interval such that
G(z) = G(zo) + (2 — 20)G'(20). We have |z9| = |zo| if 20 < 0, and zp > x0/2 if
xg > 0. Indeed, in the latter case the worst variant is attained for zg = g — 20l.
But g > 40l and o < 1, which implies that zy > 2¢/2. Therefore, by the condi-
tion (16.2),

L
|G(2) — G(z0)| = |z — o] |G’(ZO)| < < 95t '
Bl |2o®
Using the monotonicity of F', we get that
L
Az) = F(2) = G(z) < Flwo) = Glao) + 27 ol s
0

where we have used the second condition in (16.6) in the last step. Furthermore,
the inequality |z|° > |xo|® holds in the case x9 < 0, while in the case zy > 0 the
first condition in (16.6) and the assumption o < 1 give us that

1\° 1
2% = (g — 200)° = (29— 20)° 2 ( - ) xy = —= xp-
2s Ve

In both cases |z|® > |zo|®/v/€, and hence As(z) = 2°A(z) does not change sign in
the interval x¢g — 20l < z < x¢ and satisfies there the inequality

3
Al(2)] =~ |A,
41> 77l

(zo)]-
It follows that
3 1-—
o As = T _ sl
)l > =2 Al

where we used the estimate (16.5) in the last step.

Io(a)] = / At > 1y
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Arguing similarly, we can show that these inequalities hold also in the case
A(zp) > 0 for the point © = xg + ol and the interval xg < z < z¢ + 20l. Therefore,
letting € tend to zero, we arrive in both cases at the same estimate

[Ho(z)| = —=(1 =) Al

3
/e

Using it in (16.9), we obtain

3
I > (=221 = ~) =~ ) | 4]l = 0.091]| A, ],
111> (22 =)= )il > 091

where in the last inequality we assume that v < 1/4. Consequently, in this case
| Asll < 11T = 11||As * Hrl|, and in view of (16.4) we have

L
AN+ [l As | < 2[| A * Hel| + 11| As * Hr || + 31 .

By (16.7) and (16.8), we obtain (16.3), and Lemma 16.1 is proved. O

17. General non-uniform estimates

The right-hand side of the inequality (16.3) in Lemma 16.1 can be estimated
further in terms of the Fourier—Stieltjes transforms of the functions F' and G. In
this step we can consider broader classes of functions.

Let A be a function of bounded variation with finite absolute moment of integer
order s > 1 (for the variation |A|, regarded as a measure on the line), and with
A(—00) = A(o0) = 0. In this case, the corresponding Fourier—Stieltjes transform

a(t) = /Z e dA(z) = —it /(: e A(z) do

has s continuous derivatives, and the function
Ag(x) = 2° A(x)
also has bounded variation, with A;(—o00) = As(c0) = 0.
Theorem 17.1. For each distribution function H with characteristic function h,

2
|As « H| < = sup
T z€R, k=1

/Oo e—m@h(m) dt‘. (17.1)

— 00

In particular, in the absence of any smoothing (or when H is a unit weight at
zero, with h(t) = 1), we have

a®®)(t)

/ e*”mT dt‘. (17.2)

However, as in the ordinary Berry—Esseen inequality, smoothing reduces the prob-
lem of estimating ||A,|| to the problem of estimating a(®)(¢) on an interval |t| < T
with an error of order 1/T.
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The integrals in (17.1) and (17.2) are always finite, but they are understood
in the sense of their principal values, as limits of the integrals over the set ¢ <
[t|] < T ase | 0 and T 1 oco. Here we can use the following variant of inversion
for Fourier—Stieltjes transforms: if B is a function of bounded variation with the
Fourier—Stieltjes transform b, then for all x

— 11m
T el0, TToo o

1 ) e*it:v o]
e<ltl<T —U

If B is right-continuous and B(—oc0) = 0 (which is always assumed), then the inte-
grals on the right-hand side of (17.3) are connected with the L>-norm of the func-
tion B as follows:

1Bl < sup
T

| e = 1) aB0)| < 3181, (7.4

— 00

Indeed, we denote these integrals by I(z) and let M = sup, |I(x)|. Letting « tend
to infinity, we arrive at the estimate M > |B(oco)|. Since 2B(z) = B(oo) + I(z) at
each point = at which B is continuous, we immediately obtain |B(z)| < M, that
is, the left-hand inequality in (17.4). Moreover, |I(z)| < 2|B(x)| + |B(c0)| < 3||B|l,
which yields the right-hand inequality.

To prove the theorem we need two elementary equalities.

Lemma 17.2. For s > 1 the function As has the Fourier—Stieltjes transform

a (s) 1
as(t)wt((tt)) :rS/O (a¥(t) —a) (nt)) dn®,  t#0. (17.5)

Proof. The first relation (which is also true for s = 0) can be obtained if we differ-

a(t il
entiate the equality % = —/ e A(z) dr s times with respect to ¢ and then
? — 00

integrate by parts:

(a(t))(s) _ s /Oo et A, () do = i /Oo e dA,(z) = %as(t).

it oo 1t J_ 1

However, this argument is not quite rigorous, because A is not necessarily Lebesgue
integrable. But the function As_; is integrable, therefore

(a(t))‘“” = [T e @i, 40 (17.6)

it .

Since dAs(z) = 2® dA(z) + sAs_1(x) dx, we have another identity:

/ e dA,(z) :/ et dA(z) + s/ e A, (2)dr,

— 00 — 00 — 00

as(t) =i~* [a(s)(t) - s(agf)) (s_l)] .

that is, by (17.6),
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Thus, it remains to establish the equality a(®)(t) — s(a(t)/t)*~1) = t(a(t)/t)*), or,
what is the same in terms of v(t) = a(t)/t, the equality

(to(t)®) = t0®) (1) + soD (1),

which is obvious.
The second relation in (17.5) follows from the identity

a (s) 1
(90)" =1 [0 -amnar, 0.z

which is valid for any function a that is continuously differentiable s times and
satisfies a(0) = 0. Without loss of generality we can assume here that a has s + 1
continuous derivatives. Then (17.7) is obtained if we differentiate the equality

‘ 1
? = / a’(nt)dn s times and then integrate by parts. [J

0
Let us now pass to the proof of Theorem 17.1. Applying (17.3)—(17.5) to the

function As * H with Fourier—Stieltjes transform as(t)h(t), we see that

/ e [ /0 Hal(t) — a9 (nt) dﬁ] dt‘. (17.8)

- t

1
|4 H|| < — sup

x

We verify that we can change the order of integration on the right-hand side; this
would follow from the fact that

, a0 (nt
So(e,€') = / e "M h(t) [/ ™ (nt) dns] dt — 0, 0<e' <e, e—0,
<Jt|<e 0 t

and

. L o) (nt
5(T,T') = / e~ h(t) [/ o (nt) dn“'} dt—0, T<T, T— o
T<|t|<T" 0 t

For any n € (0,1) the function t — a(®)(nt)h(t) is, up to the factor i*, the
Fourier-Stieltjes transform of the convolution V,(z) = B(z/n) * H(z), where

B(x) = / y® dA(y). Hence, introducing the function ¥(t) = /
0

¢ sin u

du and
letting V' — V1, we obtain

/ /. /WT, i ﬁ '
—2i / / —2)) — (Tl — 2))) Vi (y) dn®
[/

=2i u(y,n) dV (y) dn®,
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where
u(y,n) = (T (ny — x)) — »(T(ny — x)).

Since || < C, ¥(t) — ©/2 as t — oo, and P(t) — —7w/2 as t — —oo, the
modulus of the function u is bounded by the absolute constant 2C' uniformly over
all 7/ > T > 0, and u(y,n) — 0 as T — oo for any y and 1. Consequently, by
the Lebesgue dominated convergence theorem we have 61 (7,7’) — 0. A similar
argument proves that also dg(e,e’) — 0 as e — 0.

Finally, changing the order of integration, we can conclude that the expression
under the supremum sign on the right-hand side of (17.8) does not exceed the

quantity
S () (nt
/ e—mh(t)af(n) dt

— 00

o (s)
'/ e_m”h(t)a(t)dt‘ + sup

b
t 0<n<1

which implies the required inequality (17.1). Theorem 17.1 is proved. O

Remark 17.3. For s = 0 Theorem 17.1 remains valid, and without the condition
A(o0) = 0. Furthermore, the inequality (17.1) can be improved. Indeed, apply-
ing (17.3) and then the left-hand inequality in (17.4) with B = A% H and b = ah,
we obtain .
|A* H| < — sup

T =z
If A(o0) = 0, then the factor 1/7 can be replaced by 1/(2). In this case B(oo) = 0,
and thus (17.3) implies the identity

1 oo —itx
| dt‘ —2|B|.

— sup
T 2 |J_ oo

/Oo e—m@h(t) dt’. (17.9)

— 00

Returning to the ‘non-smoothed’ variant (17.2), we make another remark. Since
up to the factor i® the derivative a(®) is the Fourier-Stieltjes transform of the
function B(z) = [*__y*dA(y), the modulus of the integral on the right-hand side
of (17.2) coincides by (17.3) with

/ (Ly<at = Liysa})¥® dA(y)’-

— 00

™

Therefore, in view of the right-hand inequality in (17.4), (17.2) implies the estimate

/_ ; y* dA(y)

which does not involve Fourier—Stieltjes transforms. By (17.4), this estimate is
equivalent to (17.2) up to an absolute multiplicative constant.

)

sup |2 A(x)| < 6sup
x x

18. Non-uniform estimates for distribution functions

Now we return to Lemma 16.1 and apply Theorem 17.1 and the inequality (17.9)
with A = F — G and the smoothing distribution function H(Tx) (instead of H).
Then we arrive at a non-uniform estimate, that is, an estimate for the distance

ps(F,G) = sup(1 + [o[")|F(z) — G(2)
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in terms of the Fourier—Stieltjes transforms
f@) = / e dF(z) and g(t) = / e dG(z), teR.

We assume that the distribution function F' and the function G of bounded variation
have finite absolute moments of integer order s > 1 and that G(—oc0) = 0 and

G(o0) = 1.
Theorem 18.1. If G is differentiable and satisfies the inequality

sup(l + [z|*)|G'(2)] < L,
then for any characteristic function h and oll T > 1

[tz )

00 ) (s) —_ o8 L
/ eztmf(t)tg(t)h<';f) dt‘ + 7 (18.1)

csps(F, G) < sup
z€eR

+ sup
zeR, k>1

—o0
with some constant cs > 0 depending on s and h.

In particular, using the canonical kernel A(t) = (1—|¢|)+ and taking into account
that £ > 1 under the second supremum sign in (18.1), we get that

0290 ars [ "100 g |

-T

T

L
dt+ 2. (18.2)

ps(F,G) <
cépé( ?G) / T

-T

Without using the second identity in Lemma 17.2, we would arrive at a similar
estimate
’ d f(t) —g(t)
dts t

f(t)—g(t)’ e /T

t -7

Csps(F, G) < /

-T

L
-t 18.
‘dt+T, (18.3)

which the reader can find, for example, in Petrov’s book [3].
It makes sense to use (18.2) and (18.3) in the case when F and G have finite
absolute moments of order s + 1, and

/ a:de(x)z/ 2P dG(x), p=1,...,s.

— 00 — 00

In this case [f)(t) — ¢ (t)] = O(|t|) as t — 0, so that the integrals on the
right-hand sides of these inequalities are finite. But if only the moments of F
and G of orders < s — 1 are equal, then we need additional arguments, which,
furthermore, can also be based on the smoothing inequality (18.1).

We assume, for example, that for the derivatives of f and g of order s there is
a decomposition of the form

FO) — g () = ult) +v(t), (18.4)
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where v is the Fourier—Stieltjes transform of a function V' of bounded variation such
that V(—o0) = 0 but not necessarily V(oo) = 0. If it is known that the norm ||V||
is small (preferably of order 1/T) and wu(t) = tw(¢)O(1/T) on the interval [T, T]
for some integrable function w, then the following application of Theorem 18.1 can
be useful.

Corollary 18.2. Let the conditions of Theorem 18.1 hold, and assume (18.4).
Then

T

cops(F,G) < /

-T

f(t);g()‘dH/

for all T > 1, where c¢; > 0 is a constant depending only on s.

u(t )‘dH— VI + £ (18.5)
T

To derive this inequality on the basis of (18.1), we only need to estimate the
integrals

I:[m *”‘”¥ (T)dt where h(t) = (1 —|¢])+,

uniformly over all z and k. Let us denote the corresponding distribution function
by H and put H,(z) = H(¢gz). Then by (17.3) and the upper estimate in (17.4) we
have

Il ==

| Oty = 14y v = HT/,a(y)' < 3|V % Hyyu < 3V

—0o0

(the last inequality in this chain holds because the convolution with any distribution
function does not increase the L°°-norm of a given function of bounded variation).
As a result, we obtain (18.5).

To illustrate the decomposition (18.4), we assume that F is a convolution of
probability distributions Fy, (1 < k < n) with characteristic functions f; such that
the Fj have zero means, variances O',% with 22:1 cr,% = 1, and finite moments [, j
of order s > 3. Then F has the characteristic function f(t) = f1(¢)-- fn(t). As
we can take the standard normal distribution function ® or, better, the ‘corrected’
normal function from the Edgeworth expansion of order s (which is not necessarily
monotone). Then we can let

Zfl - Fe @) £ () () -+ Falt):

Obviously, the corresponding function V' of bounded variation has norm

[I dek ‘ Zﬂ‘;k— ED)

that is, this norm can be estimated by the Lyapunov fraction Ls of order s. It
can be shown that for s = 3 the second component u(t) = f&(t) — ¢ () — v(t)
of the decomposition (18.4) can be estimated by a similar fraction with coefficient

n

VI <) sup

k=1 *
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O(|t|e*t2/6) on the interval |t| < T, where T' = 1/L3. Thus, in this case the use
of (18.5) yields a well-known estimate of the form

pg(F, (13) § CL3 (186)

with an absolute constant ¢. (Under additional assumptions about the behaviour
of fi(t) for large t, similar estimates ps(F,G) < ¢;Ls are valid for s > 4.)

For non-uniform estimates in the central limit theorem, Pinelis [43] (see also [44])
recently called attention to the possibility of such an approach connected with the
selection of the ‘bad’ component v(t) in the decomposition (18.4). He proposed
a new proof of (18.6) for convolution powers (distributions of sums of independent
identically distributed random variables), based on Bohman-Prawitz—Vaaler-type
smoothing inequalities

1 1 [ i t
<-4 =
o)<+ [ S ron(s ) an
_ (xeR, T>0), (18.7)
F(z—) > 1+ L 6ﬂmf(t)h L dt
R I S T

which are valid in the class of all distribution functions F' with characteristic func-
tions f. In such inequalities the functions h (the so-called smoothing kernels), which
are Fourier—Stieltjes transforms of signed measures, must have a special structure.
In applications, they are chosen to have support in the interval [—1, 1], so that the
integrals in (18.7) are taken over the interval [-T,T]. For example, the Prawitz
kernel is given by the formula

h(t) = (1 — |t]) wt cot(mt) + [t| —i(1 — |t])7t, lt] <1
(see [45]). Following Bohman [46], Pinelis described a broad class of functions h

satisfying (18.7). If F' has a finite absolute moment of some order s and h has s
continuous derivatives, then it was shown in [43] that for all z > 0

2°(1 = F(z)) < (—0)® /00 e,itzﬁ Mdt,

X

2 J_ dts 1t
xS(l _ F(I*)) > (77’) / efitzdi f(t)h(t/T) -1 dt,
2 J_ dts it

which can be regarded as an analogue of Theorem 18.1. Other interesting applica-
tions of inequalities like (18.7) and related extremum problems in Fourier analysis
were discussed by Vaaler in [47].

We note that the use of inequalities like (18.7) enables one to avoid the problem
of comparing the distances between the initial and the smoothed probability distri-
butions and can lead to the improvement of a number of results (for example, on the
choice of absolute constants). On the other hand, the scope of application of (18.7)
is limited to the class of monotone functions G playing the role of approximations
of F, in contrast to more general inequalities like (18.1) and (18.5).
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19. Lower estimates for the Kolmogorov distance

In conclusion, we consider the opposite problem, that is, estimating the Kol-
mogorov distance between distribution functions from below in terms of the cor-
responding characteristic functions. Since approximations of a given distribution
function by functions which are not necessarily monotone are of interest in some
problems, it makes sense to consider a wider class of functions A of bounded varia-
tion and to estimate the L>°-norm ||A|| from below in terms of the Fourier—Stieltjes
transforms

a(t) = /Oo e dA(x).

— 00

We assume that A(—oc0) = A(c0) = 0.
First we present one popular estimate (see [13], [48], [3]).

Theorem 19.1.

1 o 2
Az o [~ a2 al. 191)

If the behavior of the function a(t) is known only in a neighbourhood of zero, then
the following theorem (which has apparently not been mentioned in the literature)
may be preferable.

Theorem 19.2. For any T > 0

41> o \/’ 0(1-1) (192)

A standard approach to estimates of this kind is based on Plancherel’s theorem,
that is, on the identity

/_ O; o(t)w(t) dt = % /_ Z Do) Po(z)dz,  vwe [AR),  (19.3)

where v = ¥ denotes the Fourier transform of the function v. If the function
a(t)/t is integrable, then by the inversion formula

1 [ _, t
Alz) = —— 67”‘”@ dt.
27 J_ o (24

In other words A(—=x) is the Fourier transform of the function v(t) = —— —=~.

If also v € L2, then (19.3) assumes the form

/ Ty ar = / Ay Pw(e) de = i / " Alr) Pua) dr.

— 00 — 00 — 00

This immediately implies the general estimate

‘/_O; @w(t) dt‘ < 4] /_i | Pw(x)| da. (19.4)
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For example, the particular case w(t) = te=' /2 yields (19.1). Additional assump-
tions about a(t) in this inequality, as well as in (19.2), can easily be dropped. To
derive (19.2), we apply (19.4) to w(t) = (t/T)(1 —t/T)11(0,00)(t). We first put
T = 1. Then for all z # 0 we have

1 _ it iz
Pw(x) :/ (1 —t) dt = € 1 i 2(6‘ 1) _ q(x) ’
0

x2 ix3 3

where q(x) = —xe’® — 2i e’ — x + 2i. This implies the inequalities |¢(z)| < 2|x| + 4
and |2w(z)| < (2|z| +4)/|z|>. On the other hand,

1
|97)w(x)|</ 1 —tydt =2
0 6
and hence
o) 4 oo
/ |<@w(x)|dx:2/ |32w(x)\dx+2/ | Pw(x)| dx
0

4 ©2x+4 17
<= +2 —d — < 3.
3+ A 3 T = 6 <

In the general case, Pwr(x) =T - (Pw)(Tx) for wr(z) = w(t/T), so that

/_O; |Pwr(z)| dz = /_0; | Pw(z)|dz < 3.

Thus, the use of w = wy in (19.4) proves (19.2).
We also note that, applying (19.4) to the different function

w(t) = ;( §>+

we would obtain the analogous inequality

> gzl [0 (1-7) ]

20. Estimates in the central limit theorem
Let F,,(z) = P{Z,, < x} be the distribution function of the normalized sum

1

(Xt X,
\/ﬁ( 1+ +Xn)
of independent identically distributed random variables Xi,..., X, such that
EX; =0 and EX? = 1. According to the central limit theorem, as n increases,
F,(x) converges to the standard normal distribution function

Ly =

z 2
eV /2 dy.
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How close F,, is to ® in a given metric d depends on the initial distribution of the
sample, that is, on the distribution of X;. Nevertheless, for the classical metrics
giving weak convergence the rate of convergence of the distance d(Fy,, ®) to zero is
at least ¢/+/n under sufficiently broad assumptions.

To establish results of this kind, it suffices to compare the characteristic functions

o t\" < 2

) = [ et dr, @ - £ () and g(t) = [ () =
o Vn —oo

and use the corresponding smoothing inequalities. If the third absolute moment

B3 = E|X|? is finite, then it is not difficult to expand f;(¢) by Taylor’s formula in

a neighbourhood of zero (up to the cubic term) and, as a consequence, to obtain

an estimate of the form

Falt) - g(0)] < cﬁ%u%”/‘& < Y (20.1)

B3
with some absolute constant ¢ > 0. A similar relation also holds for the first three
derivatives. More precisely, in the same interval

1) = g™ (1)] < C\ﬁ/iltl“e*/‘*, s=0,1,2,3. (20.2)
n

20.1. Kolmogorov and Lévy distances in the LP-metric. Use of the esti-
mate (20.1) in Theorem 2.1 with T = +/n/f3 yields the classical Berry—Esseen
theorem for the Kolmogorov distance.

Theorem 20.1. The inequality

Bs

ané <
p(Frn; @) n

(20.3)

holds with some absolute constant ¢ > 0.

The value of the best constant ¢ in this inequality is unknown. It is known only
that 0.4097 < ¢ < 0.4690 (see [49]). A similar statement also holds for the Lévy
distance, since L(F,®) < p(F,®) < (1+ 1/+/27)L(F,®) in the general case.

But if the third absolute moment (3 is infinite, then the rate of convergence to
the normal law can be arbitrarily slow. As Matskyavichyus [48] showed using the
lower estimate (19.1), for any numerical sequence &, — 0 (as n — 00) one can
choose a common distribution of random variables X7, X5, ... with zero mean and
unit variance such that for all sufficiently large n

p(Fn, @) > ey

On the other hand, (20.3) can be strengthened in terms of the Kolmogorov
distance with a polynomial weight. If in the Berry—Esseen-type inequality (18.2)
we use (20.2) with s = 2 and the same parameter T = \/n/(33, then an estimate
due to Meshalkin and Rogozin [50] is obtained:

B3
(1+22)y/n’
In fact, there is an even stronger statement, proved by Nagaev using exponential
estimates and additional constructions like truncation (see [51], [52], [2]).

|Fn(z) — ®(z)| < ¢ (20.4)
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Theorem 20.2. For all z € R the inequality

Ps

|[Fn(z) — @(2)] < CW

(20.5)

holds with some absolute constant ¢ > 0.

Nagaev’s approach has been further developed in many investigations, including
[63]-[57], where ways of refining the constant ¢ in (20.5) were also studied. As we
mentioned above in our discussion of Pinelis’ alternative approach [43], [44], this
inequality can also be obtained with the help of Corollary 18.2 with the function

- n ()

which plays the role of the singular (‘bad’) component of the decomposition (18.4)
for the third derivative f(¢).

We also note that the inequalities (20.4) and (20.5) immediately yield upper
estimates for the distance in the LP-metric:

1F—d, < pxi.

vn'
In particular, for p = 1 we arrive at Esseen’s inequality for the mean distance,
which can also be derived on the basis of Theorem 8.2 (or Corollary 8.3).

20.2. Lévy—Prokhorov distance. The non-uniform estimate (20.5) does not
suffice for studying the rate of convergence in other metrics on its basis, and thus
other smoothing inequalities are needed. If we use (20.2) with s = 1 in Theorem 6.1
with T' = \/n/fs, then we arrive at a theorem of Yurinskii [16] which strengthens
Theorem 20.1.

Theorem 20.3. The inequality
W(an q)) g C——

holds with an absolute constant ¢ > 0.

This also holds for sums of identically distributed random vectors in R¥ with
a constant ¢ depending only on the dimension k.

20.3. Zolotarev distances. For convenience we write (s(X,Y) instead of
¢s(F, Q) if the random variables X and Y have distributions F' and G, respectively
(s =1,2,...). We mention two simple but important properties of these ideal
metrics:

1) ((AX,AY) = A°((X,Y) for all A > 0 (homogeneity of order s);

2) (X +X'Y+Y') < (X, Y)+ (X', YY) if the random variables X and X’
are independent and Y and Y” are also independent (semi-additivity).

Under the assumptions of the central limit theorem with finite third moment,
we immediately obtain the following theorem of Zolotarev.
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Theorem 20.4.

%@,(Fb@).

Rather interestingly, the desired rate of order 1/y/n is ensured by the above
properties 1) and 2) of the metric (3. In a more general case the inequality

CS(F'ru(b) <

1
CS(FTH@) (s 2)/2CS(F17 )

holds, though for s > 4 it makes sense only under the additional assumptions that
E\X1|S < oo and EX{7 =EZP (p=3,...,5s—1), where Z is a random variable with
standard normal distribution. In particular, if 8, = EX{ < oo and EX} = 0 (for
example, if the initial distribution Fj is symmetric with respect to the origin), then

G(F,, @) = O(1>.

n

However, this result can be significantly strengthened in terms of the metric (5.
Assuming finiteness of the fourth moment, one can expand f; (¢) by Taylor’s formula
in powers of ¢ in a neighbourhood of zero, with a remainder of the form 34t*, and,
as a consequence, obtain an improvement of (20.2), namely,

)

17 (1) — g ()] < c%w‘**se**/‘*, It| < \[f s=0,1,2,3,4.  (20.6)

Here

gty =e" /2(1+ EX? (3')3 %)

is the Fourier—Stieltjes transform of the ‘corrected’ Gaussian distribution. In par-
ticular, g(t) = g(t) if EX3 =

Applying (20.6) with s = 1 in Theorem 9.1, we can prove the following inequality,
which apparently cannot be found in the literature.

Theorem 20.5. If EX}? =0 and 84 = EX{ < oo, then the inequality

GlFn, @) < o2t

holds with some absolute constant ¢ > 0.

Since (? < (s, this estimate agrees with the estimate (;(F,, ®) < ¢33/+/n for
the mean distance (asymptotically with respect to n).

20.4. Kantorovich distances. The best result known in the problem of the rate
of convergence for Kantorovich transport metrics in the central limit theorem is the
following assertion, which was proved by Rio [35] using the relation (10.3). We give
it in the case of identically distributed summands, as in the previous theorems (see
also [58]).
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Theorem 20.6. If 3,12 = E| X1 P2 < 00 for 1 < p < 2, then

61/11

cp%" , (20.7)

where ¢, > 0 is a constant depending only on p.

Wy(Fo @) <

For p = 1 we return to a known estimate for the mean distance, and for p = 2
we arrive at an estimate for the quadratic Kantorovich distance:

Wa(F,, ®) < Y (20.8)

Nk
Interestingly, the finiteness of the fourth moment is essential for attaining the
standard rate 1/4/n in the metric W5. Another approach (the so-called entropy
approach) to the derivation of (20.8) was proposed in [59]. The inequality (20.8) can
also be obtained using (20.2) if we invoke the smoothing inequality in Theorem 11.1
with g, = g and T = \/n/B3. As for values p > 2, in this case the inequality (20.7)
also remains valid. Using Edgeworth expansions, the author recently proved such
an inequality in [60].

In conclusion, we note that all the above estimates remain valid for sums of
non-identically distributed summands after corresponding modifications in terms
of Lyapunov fractions. There are also a variety of similar results for ‘strong’
metrics such as the distance in variation, the Kullback—Leibler divergence, and so
on. However, moment conditions alone are not sufficient for convergence of F,
to ® with any rate in strong metrics (see [61]).

The author is grateful to Irina Shevtsova and Andrei Zaitsev for valuable remarks
and stimulating discussions.
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