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#### Abstract

A survey is given of some results on smoothing inequalities for various probability metrics (in particular, for the Kolmogorov distance), and some analogues of these results in the class of functions of bounded variation are presented.
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## 1. Introduction

Let $\mathscr{F}$ denote the space of all distribution functions on the real line, that is, non-decreasing right-continuous functions $F: \mathbb{R} \rightarrow[0,1]$ such that $F(-\infty)=0$ and $F(\infty)=1$. There is a variety of popular metrics and pseudometrics $d$ on $\mathscr{F}$, and questions of estimating the distance $d(F, G)$ arise occasionally in one or another approximation problem (for example, in the theory of summation of independent random variables). Smoothing inequalities allow one to estimate $d(F, G)$ in terms of the corresponding characteristic functions (Fourier-Stieltjes transforms)

$$
\begin{equation*}
f(t)=\int_{-\infty}^{\infty} e^{i t x} d F(x), \quad g(t)=\int_{-\infty}^{\infty} e^{i t x} d G(x), \quad t \in \mathbb{R} \tag{1.1}
\end{equation*}
$$

for which additional smoothness-type conditions on $G$ are possibly required.
A very important example is the uniform distance (the Kolmogorov distance)

$$
\rho(F, G)=\sup _{x}|F(x)-G(x)| .
$$

Integrating (1.1) by parts, we obtain the equality

$$
\frac{f(t)-g(t)}{-i t}=\int_{-\infty}^{\infty} e^{i t x}(F(x)-G(x)) d x, \quad t \neq 0
$$

where the integral must in general be understood as the principal value. If the function $(f(t)-g(t)) / t$ is integrable, then the function $F-G$ must be uniformly continuous, and we can apply the inverse Fourier transform:

$$
\begin{equation*}
F(x)-G(x)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} e^{-i t x} \frac{f(t)-g(t)}{-i t} d t \tag{1.2}
\end{equation*}
$$

This gives us the elementary estimate

$$
\begin{equation*}
\rho(F, G) \leqslant \frac{1}{2 \pi} \int_{-\infty}^{\infty}\left|\frac{f(t)-g(t)}{t}\right| d t \tag{1.3}
\end{equation*}
$$

which is valid without any smoothness assumptions.
However, in many problems the integral on the right-hand side diverges, so that this estimate turns out to be useless. Nevertheless, under certain smoothness conditions and at the expense of a small error, the integral in (1.3) can be replaced by the integral over a finite interval $[-T, T]$, on which we know or can show that $f$ and $g$ are sufficiently close. This is achieved by smoothing the distributions $F$
and $G$ with the help of a suitable (specially chosen) distribution $H$ that depends on the parameter $T$. Namely, we consider convolutions

$$
(F * H)(x)=\int_{-\infty}^{\infty} F(x-y) d H(y)
$$

and obtain relations (smoothing inequalities) of the form

$$
\rho(F, G) \leqslant c \rho(F * H, G * H)+\varepsilon
$$

where $c$ is usually an absolute constant and $\varepsilon$ can depend on $T$ and some other parameters determined by $F$ and/or $G$.

Similar relations are also studied for other metrics $d$. Finally, estimates for $d(F, G)$ are derived in terms of the proximity of $f$ to $g$; such estimates are also called smoothing inequalities (see, for example, [1]-[3]). In this survey we look at some results on this topic, and we discuss standard approaches to them and possible refinements or generalizations, but we certainly do not claim completeness of our exposition. We also present several new inequalities for distances such as the quadratic Kantorovich distance, the distance in the $L^{1}$-metric, and the Kolmogorov distance (under additional smoothness conditions and also with a polynomial weight). A number of results on the rate of convergence in the central limit theorem for weak metrics (that is, metrics responsible for convergence of probability distributions in the weak topology) is presented at the end of the survey.

## 2. Kolmogorov distance

The first result on proximity of distributions in terms of the corresponding Fourier-Stieltjes transforms was obtained by Esseen in his classical work [4], where the following important theorem was proved.

Theorem 2.1. If a distribution function $G$ is differentiable and $\left|G^{\prime}(x)\right| \leqslant L$ for all $x \in \mathbb{R}$, then for any $T>0$ and all $b>1 /(2 \pi)$

$$
\begin{equation*}
\rho(F, G) \leqslant b \int_{-T}^{T}\left|\frac{f(t)-g(t)}{t}\right| d t+c(b) \frac{L}{T} \tag{2.1}
\end{equation*}
$$

where the constant $c(b)$ depends only on $b$.
The main ideas for proving this theorem appeared in the earlier paper [5] by Berry, who considered the particular case of the standard normal distribution function $G=\Phi$. Hence the inequality (2.1) is called the Berry-Esseen inequality, as is the estimate of the convergence rate in the central limit theorem that is derived from it (Theorem 20.1). The inequality (2.1) also remains valid for a broader class of functions: $F$ can be an arbitrary bounded non-decreasing function, while $G$ can be a function of bounded variation, with $F(-\infty)=G(-\infty)=0$ and $\left|G^{\prime}(x)\right| \leqslant L$ (the monotonicity condition for $G$ is dropped [2]-[4]). The definition of the uniform distance remains the same:

$$
\rho(F, G)=\sup _{x}|F(x)-G(x)|
$$

Such a generalization allows us to work with Edgeworth expansions for distributions of sums of independent random variables.

The estimate (2.1) (or a similar relation) can be derived on the basis of the smoothing inequality

$$
\begin{equation*}
\rho(F, G) \leqslant \frac{1}{1-2 \gamma} \rho\left(F * H_{T}, G * H_{T}\right)+2 l \frac{1-\gamma}{1-2 \gamma} \frac{L}{T} \tag{2.2}
\end{equation*}
$$

where $H_{T}(x)=H(T x)$ and $H$ is the probability distribution with density

$$
\begin{equation*}
\psi(x)=\frac{1}{2 \pi}\left(\frac{\sin (x / 2)}{x / 2}\right)^{2}=\frac{1-\cos x}{\pi x^{2}} \tag{2.3}
\end{equation*}
$$

where the parameter $l>0$ can be any number satisfying the condition $1-\gamma=$ $H[-l, l] \equiv H(l)-H(-l)<1 / 2$ (see the proof of Lemma 16.1).

The distribution function $H$ with the density (2.3) and convolution powers of it are most popular in smoothing inequalities. It has the triangular characteristic function $h(t)=(1-|t|)_{+}$, so the characteristic function of the distribution $H_{T}$ has the compact support $[-T, T]$. Applying (1.3) to the smoothed distributions, we arrive at the estimate

$$
\rho\left(F * H_{T}, G * H_{T}\right) \leqslant \frac{1}{2 \pi} \int_{-T}^{T}\left|\frac{f(t)-g(t)}{t}\right|\left(1-\frac{|t|}{T}\right) d t
$$

which, together with (2.2), implies the Esseen theorem.
The condition on the derivative in Theorem 2.1 can be weakened to the Lipschitz condition $\|G\|_{\text {Lip }} \leqslant L$. However, in some problems (where the function $G$ is not necessarily continuous), it is desirable to replace it by the condition of 'average' smoothness. A generalization of this kind was proposed by Fainleib [6] in connection with problems in probabilistic number theory. We present it in the following formulation (see [3], Chap. V, § 1, Theorem 1).
Theorem 2.2. Let $F$ be a non-decreasing bounded function and let $G$ be a function of bounded variation such that $F(-\infty)=G(-\infty)=0$. Then for any $T>0$ and all $b>1 /(2 \pi)$

$$
\begin{equation*}
\rho(F, G) \leqslant b \int_{-T}^{T}\left|\frac{f(t)-g(t)}{t}\right| d t+b T \sup _{x} \int_{|u| \leqslant r(b) / T}|G(x+u)-G(x)| d u \tag{2.4}
\end{equation*}
$$

where the constant $r(b)$ depends only on $b$.
We can simplify this inequality by formulating it in terms of the modulus of continuity

$$
\begin{equation*}
Q_{G}(h)=\sup _{x \in \mathbb{R},|u| \leqslant h}|G(x+u)-G(x)|, \quad h \geqslant 0 \tag{2.5}
\end{equation*}
$$

If $G$ is a distribution function, then $Q_{G}$ is called the concentration function, and in this case it can be estimated from above with the help of the well-known inequality

$$
Q_{G}(h) \leqslant\left(\frac{96}{95}\right)^{2} h \int_{-1 / h}^{1 / h}|g(t)| d t, \quad h>0
$$

(see [3], Chap. III, §1, Lemma 6). Therefore, Theorem 2.2 implies the following statement.

Corollary 2.3. Under the assumptions of Theorem 2.2, for any $T>0$

$$
\begin{equation*}
c \rho(F, G) \leqslant \int_{-T}^{T}\left|\frac{f(t)-g(t)}{t}\right| d t+Q_{G}\left(\frac{1}{T}\right) \tag{2.6}
\end{equation*}
$$

where $c$ is an absolute positive constant. Moreover, if $G$ is non-decreasing, then

$$
\begin{equation*}
c \rho(F, G) \leqslant \int_{-T}^{T}\left|\frac{f(t)-g(t)}{t}\right| d t+\frac{1}{T} \int_{-T}^{T}|g(t)| d t \tag{2.7}
\end{equation*}
$$

An advantage of (2.7) over (2.1) is that its right-hand side does not contain a constant value bounding $\left|G^{\prime}\right|$, but is a functional depending directly on the characteristic function $g$. In this connection, we note another inequality:

$$
\begin{equation*}
\rho(F, G) \leqslant \frac{1}{2 \pi} \int_{-T}^{T}\left|\frac{f(t)-g(t)}{t}\right| d t+\frac{1}{T} \int_{-T}^{T}(|f(t)|+|g(t)|) d t \tag{2.8}
\end{equation*}
$$

which is valid for arbitrary distribution functions $F$ and $G$ with characteristic functions $f$ and $g$ (up to an absolute multiplicative constant, it is weaker than (2.7)). The inequality (2.8) was obtained by Bentkus and Götze [7] as a corollary to a smoothing inequality of Prawitz (see (18.7)); it has been successfully used in problems on the number of integer points inside multidimensional ellipsoids, as well as in investigations of the asymptotic behaviour of the distribution of quadratic forms in sums of independent random vectors.

## 3. Lévy distance

The Lévy distance between distribution functions $F$ and $G$ is defined by

$$
L(F, G)=\inf \{h \geqslant 0: G(x-h)-h \leqslant F(x) \leqslant G(x+h)+h \forall x \in \mathbb{R}\}
$$

It is straightforward to see that $L(F, G)$ is the side length of the largest square lying between the graphs of $F$ and $G$ (with the sides of the square parallel to the coordinate axes).

The Lévy distance turns $\mathscr{F}$ into a metric space with the topology of weak convergence. Namely, $L\left(F_{n}, F\right) \rightarrow 0$ as $n \rightarrow \infty$ if and only if $\lim _{n \rightarrow \infty} F_{n}(x)=F(x)$ at all points of continuity of $F$. And therefore this metric is finding more and more applications in problems where one needs to estimate the proximity of distributions in the sense of the weak topology.

The Kolmogorov distance is obviously related to the Lévy distance by the inequalities

$$
0 \leqslant L(F, G) \leqslant \rho(F, G) \leqslant 1
$$

and hence the former induces a stronger topology in $\mathscr{F}$. On the other hand, if it is known that $\left|G^{\prime}(x)\right| \leqslant L$ (as in Esseen's theorem), then we have the reverse inequality

$$
\rho(F, G) \leqslant(1+L) L(F, G)
$$

In this case, smoothing inequalities for these distances are equivalent. However, it is generally natural to expect that estimates for the proximity of $F$ and $G$ in the

Lévy metric in terms of the proximity of their characteristic functions should hold under less restrictive smoothness-type conditions or even under none of these at all. Results of this kind were first obtained by Bohman [8], who proved the following statement.

Theorem 3.1. Let $F$ and $G$ be distribution functions with characteristic functions $f$ and $g$, respectively. If $|f(t)-g(t)| \leqslant \lambda|t|$ for all $t \in \mathbb{R}$, then for any $x \in \mathbb{R}$ and $h>0$

$$
\begin{equation*}
G(x-h)-\frac{2 \lambda}{h} \leqslant F(x) \leqslant G(x+h)+\frac{2 \lambda}{h} . \tag{3.1}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
\frac{1}{2} L^{2}(F, G) \leqslant \sup _{t}\left|\frac{f(t)-g(t)}{t}\right| . \tag{3.2}
\end{equation*}
$$

Proof. We give a simple argument to prove this theorem. Without loss of generality we assume that the function $(f(t)-g(t)) / t$ is integrable on the whole real line, so that the function

$$
\widehat{A}(t)=e^{-i t x} \frac{f(t)-g(t)}{-i t}
$$

is the Fourier transform of $A(u)=F(x+u)-G(x+u)($ for fixed $x)$. Since

$$
\int_{-\infty}^{\infty} e^{i t u}(1-|u|)_{+} d u=2 \frac{1-\cos t}{t^{2}}
$$

the function $\widehat{p}(t)=2(1-\cos t) / t^{2}$ is the characteristic function for the (probability) triangular density $p(u)=(1-|u|)_{+}$. It follows that $\widehat{p}_{h}(t)=\widehat{p}(h t)$ is the characteristic function for the density $p_{h}(u)=p(u / h) / h$.

By Parseval's identity,

$$
I \equiv \int_{-\infty}^{\infty} p_{h}(u) A(u) d u=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \widehat{p}_{h}(t) \widehat{A}(t) d t
$$

The condition $|f(t)-g(t)| \leqslant \lambda|t|$ implies the estimate $|\widehat{A}(t)| \leqslant \lambda$, and we get that

$$
|I| \leqslant \frac{\lambda}{2 \pi} \int_{-\infty}^{\infty} \widehat{p}_{h}(t) d t=\frac{\lambda}{2 \pi h} \int_{-\infty}^{\infty} \widehat{p}(t) d t=\frac{\lambda}{2 \pi h} \cdot(2 \pi) p(0)=\frac{\lambda}{h} .
$$

On the other hand, using the monotonicity of $F$ and $G$ along with the fact that $p_{h}$ has the support $[-h, h]$, we obtain the lower estimate

$$
I=\int_{-h}^{h} p_{h}(u)(F(x+u)-G(x+u)) d u \geqslant F(x-h)-G(x+h) .
$$

The last two estimates yield the inequality $F(x-h) \leqslant G(x+h)+\lambda / h$, which is equivalent to the right-hand inequality in (3.1). Similarly, we obtain the estimate $-I \geqslant G(x-h)-F(x+h)$, which implies the left-hand inequality in (3.1).

Further generalizations and improvements of Bohman's results were obtained by Zolotarev. In particular, he derived the family of estimates

$$
L(F, G) \leqslant C_{\gamma}\left(\sup _{t>0} \frac{|f(t)-g(t)|}{t^{\gamma}}\right)^{1 /(1+\gamma)}, \quad \gamma>0
$$

where we can put $C_{\gamma}=(2 / \gamma)(1+\gamma)^{2} \pi^{-1 /(1+\gamma)}$ (see [9] and [10]). However, most popular is the following inequality, proved in [11].

Theorem 3.2. Let $F$ and $G$ be distribution functions with characteristic functions $f$ and $g$, respectively. Then for any $T>1.3$

$$
\begin{equation*}
L(F, G) \leqslant \frac{1}{2 \pi} \int_{-T}^{T}\left|\frac{f(t)-g(t)}{t}\right| d t+2 e \frac{\log T}{T} \tag{3.3}
\end{equation*}
$$

It was later shown by Zaitsev [12] that the logarithmic factor in (3.3) is essential. The derivation of (3.3) in [11] was based on the smoothing inequality

$$
L(F, G) \leqslant L(F * H, G * H)+\max \{2 \varepsilon, 1-H(\varepsilon)+H(-\varepsilon)\}
$$

where $H$ can be an arbitrary distribution function and $\varepsilon>0$ is also arbitrary. This smoothing inequality was applied to convolution powers of the triangular density, and the scale was changed in such a way that $H$, regarded as a measure, was concentrated on the interval $[-1,1]$.

We give another proof of (a variant of) (3.3) that is based on the smoothing of $F$ and $G$ with the help of a normal distribution function

$$
\Phi_{\sigma}(x)=\frac{1}{\sigma \sqrt{2 \pi}} \int_{-\infty}^{x} e^{-y^{2} /\left(2 \sigma^{2}\right)} d y, \quad x \in \mathbb{R}
$$

where the parameter $\sigma>0$ is chosen depending on $T$.
We need to estimate from above the expression

$$
\mathscr{L}(x, h)=\max \{F(x-h)-G(x+h), G(x-h)-F(x+h)\}, \quad x \in \mathbb{R}, \quad h \geqslant 0
$$

which is related to the Lévy distance through the implication

$$
\begin{equation*}
\sup _{x} \mathscr{L}(x, h) \leqslant b+2 h \quad \Longrightarrow \quad L(F, G) \leqslant b+2 h, \quad b \geqslant 0, \quad h \geqslant 0 \tag{3.4}
\end{equation*}
$$

For the convolutions $F_{\sigma}=F * \Phi_{\sigma}$ and $G_{\sigma}=G * \Phi_{\sigma}$ we consider the deviation

$$
I \equiv F_{\sigma}(x)-G_{\sigma}(x)=\int_{-\infty}^{\infty}(F(x-\sigma y)-G(x-\sigma y)) d \Phi(y)
$$

where $\Phi=\Phi_{1}$ is the standard normal distribution function. Using the Kolmogorov distance and the inequality (1.3) for the pair $\left(F_{\sigma}, G_{\sigma}\right)$, we get the uniform estimate

$$
\begin{equation*}
|I| \leqslant \rho\left(F_{\sigma}, G_{\sigma}\right) \leqslant \frac{1}{2 \pi} \int_{-\infty}^{\infty}\left|\frac{f(t)-g(t)}{t}\right| e^{-\sigma^{2} t^{2} / 2} d t \tag{3.5}
\end{equation*}
$$

Let us now estimate the integral $I$ from below by splitting it into two parts $I=$ $I_{0}+I_{1}$, where

$$
\begin{aligned}
& I_{0}=\int_{|y| \leqslant l}(F(x-\sigma y)-G(x-\sigma y)) d \Phi(y), \\
& I_{1}=\int_{|y| \geqslant l}(F(x-\sigma y)-G(x-\sigma y)) d \Phi(y)
\end{aligned}
$$

with a parameter $l>0$. Like $I$, the second integral can be estimated from above as

$$
\begin{equation*}
\left|I_{1}\right| \leqslant 2(1-\Phi(l)) \equiv \gamma \tag{3.6}
\end{equation*}
$$

At the same time, using the monotonicity of $F$ and $G$, we obtain for the first integral the lower estimate

$$
I_{0} \geqslant(F(x-\sigma l)-G(x+\sigma l))(1-\gamma)
$$

Similarly,

$$
-I_{0} \geqslant(G(x-\sigma l)-F(x+\sigma l))(1-\gamma)
$$

so that $\left|I_{0}\right| \geqslant(1-\gamma) \mathscr{L}(x, \sigma l)$. Since $\left|I_{0}\right| \leqslant|I|+\left|I_{1}\right|$, the inequalities (3.5) and (3.6) imply that

$$
\begin{equation*}
\sup _{x} \mathscr{L}(x, \sigma l) \leqslant \frac{1}{1-\gamma} \rho\left(F_{\sigma}, G_{\sigma}\right)+\frac{\gamma}{1-\gamma} . \tag{3.7}
\end{equation*}
$$

Now we estimate the integral in (3.5) by using the elementary inequality

$$
\int_{T}^{\infty} \frac{1}{t} e^{-\sigma^{2} t^{2} / 2} d t<\frac{1}{\sigma^{2} T^{2}} e^{-\sigma^{2} T^{2} / 2}
$$

Since $|f(t)-g(t)| \leqslant 2$, we have

$$
\int_{T}^{\infty} \frac{|f(t)-g(t)|}{t} e^{-\sigma^{2} t^{2} / 2} d t \leqslant \frac{2}{\sigma^{2} T^{2}} e^{-\sigma^{2} T^{2} / 2}
$$

and hence the right-hand side in (3.5) does not exceed

$$
\frac{1}{2 \pi} \int_{-T}^{T}\left|\frac{f(t)-g(t)}{t}\right| d t+\frac{2}{\pi \sigma^{2} T^{2}} e^{-\sigma^{2} T^{2} / 2}
$$

Returning to (3.7), we see that

$$
\sup _{x} \mathscr{L}(x, \sigma l) \leqslant \frac{1}{2 \pi(1-\gamma)} \int_{-T}^{T}\left|\frac{f(t)-g(t)}{t}\right| d t+\frac{2}{\pi(1-\gamma) \sigma^{2} T^{2}} e^{-\sigma^{2} T^{2} / 2}+\frac{\gamma}{1-\gamma} .
$$

Thus, according to (3.4) with $h=\sigma l$, if we show that

$$
\begin{equation*}
\frac{2}{\pi(1-\gamma) \sigma^{2} T^{2}} e^{-\sigma^{2} T^{2} / 2}+\frac{\gamma}{1-\gamma} \leqslant 2 \sigma l \tag{3.8}
\end{equation*}
$$

then we arrive at the estimate

$$
\begin{equation*}
L(F, G) \leqslant \frac{1}{2 \pi(1-\gamma)} \int_{-T}^{T}\left|\frac{f(t)-g(t)}{t}\right| d t+2 \sigma l \tag{3.9}
\end{equation*}
$$

We put $\sigma=\frac{1}{T} \sqrt{2 \log (1+T)}$ and $l=\sqrt{2 \log (1+T)}$. For this choice we have

$$
\gamma=2(1-\Phi(l))<e^{-l^{2} / 2}=\frac{1}{1+T}, \quad \frac{\gamma}{1-\gamma} \leqslant \frac{1}{T}
$$

For example, if $T \geqslant 1$, then

$$
l \geqslant \sqrt{\log 4}>1.17, \quad \gamma<2(1-\Phi(1.17))<0.26, \quad(\pi(1-\gamma))^{-1}<0.44
$$

and thus

$$
\begin{aligned}
\frac{2}{\pi(1-\gamma) \sigma^{2} T^{2}} e^{-\sigma^{2} T^{2} / 2}+\frac{\gamma}{1-\gamma} & =\frac{1}{\pi(1-\gamma)(1+T) \log (1+T)}+\frac{\gamma}{1-\gamma} \\
& <\frac{0.44}{(1+T) \log (1+T)}+\frac{2}{1+T} \\
& <\frac{4 \log (1+T)}{1+T}<\frac{4 \log (1+T)}{T}=2 \sigma l
\end{aligned}
$$

(here the next-to-last inequality has to be verified only for $T=1$ ).
Then (3.8) is satisfied, and we have the estimate (3.9): for all $T \geqslant 1$

$$
L(F, G) \leqslant \frac{1}{\pi} \int_{-T}^{T}\left|\frac{f(t)-g(t)}{t}\right| d t+\frac{4 \log (1+T)}{T}
$$

For $0<T<1$ the last term on the right-hand side is greater than 1 , and hence this inequality is valid for all $T>0$.

We give a direct corollary of this inequality.
Corollary 3.3. If the characteristic functions $f$ and $g$ coincide on the interval $[0, T]$, then

$$
L(F, G) \leqslant \frac{4 \log (1+T)}{T}
$$

If we use the property $|f(t)-g(t)| \leqslant 2$, then (3.2) implies the asymptotically weaker estimate $L(F, G) \leqslant 2 / \sqrt{T}$.

## 4. Distance in variation

When studying other, stronger metrics on $\mathscr{F}$, we commonly estimate the proximity of smoothed distributions in terms of the total variation (which is one of the strongest metrics). This is completely justified, for as a rule, smoothed distributions have smooth densities, and the distances between them in different metrics are often of the same order. Thus, we concentrate on one standard estimate of the distance in variation in terms of the characteristic functions.

Theorem 4.1. For any distribution functions $F$ and $G$ with continuously differentiable characteristic functions $f$ and $g$,

$$
\begin{equation*}
\|F-G\|_{\mathrm{TV}}^{4} \leqslant \int_{-\infty}^{\infty}|f(t)-g(t)|^{2} d t \int_{-\infty}^{\infty}\left|f^{\prime}(t)-g^{\prime}(t)\right|^{2} d t \tag{4.1}
\end{equation*}
$$

The estimate (4.1) is sometimes written in the formally weaker form (see, for example, [13])

$$
\begin{equation*}
\|F-G\|_{\mathrm{TV}}^{2} \leqslant \frac{1}{2} \int_{-\infty}^{\infty}|f(t)-g(t)|^{2} d t+\frac{1}{2} \int_{-\infty}^{\infty}\left|f^{\prime}(t)-g^{\prime}(t)\right|^{2} d t \tag{4.2}
\end{equation*}
$$

But we arrive at (4.1) by changing the scale, or, to be precise, applying (4.2) to $F_{r}(x)=F(x / r), G_{r}(x)=G(x / r)$ and optimizing the right-hand side of the resulting inequality over $r>0$.

The inequality (4.1) remains valid for arbitrary functions $F$ and $G$ of bounded variation. The finiteness of the integrals in (4.1) provides the absolute continuity of the function $A=F-G$. Consequently, if $G$ has a density $q$, then $F$ should have a density $p$, and so (4.1) turns into

$$
\left(\int_{-\infty}^{\infty}|p(x)-q(x)| d x\right)^{4} \leqslant \int_{-\infty}^{\infty}|f(t)-g(t)|^{2} d t \int_{-\infty}^{\infty}\left|f^{\prime}(t)-g^{\prime}(t)\right|^{2} d t
$$

Therefore, Theorem 4.1 has a more general statement, in which, moreover, the condition of continuous differentiability of the Fourier transforms can be weakened to absolute continuity.

First we recall that the total variation $\|A\|_{\mathrm{TV}}$ of a complex-valued function $A$ on the real line is defined as the least upper bound of the sums

$$
\sum_{k=1}^{n}\left|A\left(x_{k}\right)-A\left(x_{k-1}\right)\right|
$$

over all finite collections $x_{0}<x_{1}<\cdots<x_{n}$, and the boundedness of variation means that $\|A\|_{\mathrm{TV}}<\infty$. In this case the limits $A(-\infty)=\lim _{x \rightarrow-\infty} A(x)$ and $A(\infty)=\lim _{x \rightarrow \infty} A(x)$ are finite, and, without loss of generality, one can always assume that $A$ is right-continuous and $A(-\infty)=0$. If $A$ is (locally) absolutely continuous, then

$$
\|A\|_{\mathrm{TV}}=\int_{-\infty}^{\infty}\left|A^{\prime}(x)\right| d x
$$

where $A^{\prime}$ is the Radon-Nikodym derivative. It is often convenient to identify $A$ with a Borel (complex-valued) measure on $\mathbb{R}$ that is determined by the equality $A((x, y])=A(y)-A(x), x<y$. Then $A^{\prime}$ is the Radon-Nikodym derivative of the measure $A$ with respect to the linear Lebesgue measure. The uniqueness of $A^{\prime}$ is understood to within its values on a zero-measure set (that is, in the space $L^{1}(\mathbb{R})$ ).

Theorem 4.2. Any (locally) absolutely continuous function $a: \mathbb{R} \rightarrow \mathbb{C}$ such that $\int|a(t)|^{2} d t<\infty$ and $\int\left|a^{\prime}(t)\right|^{2} d t<\infty$ is the Fourier transform of an integrable function $b: \mathbb{R} \rightarrow \mathbb{C}\left(\right.$ which is unique in $\left.L^{1}\right)$, that is,

$$
\begin{equation*}
a(t)=\int_{-\infty}^{\infty} e^{i t x} b(x) d x, \quad t \in \mathbb{R} \tag{4.3}
\end{equation*}
$$

Furthermore, in this case

$$
\begin{equation*}
\left(\int_{-\infty}^{\infty}|b(x)| d x\right)^{4} \leqslant \int_{-\infty}^{\infty}|a(t)|^{2} d t \int_{-\infty}^{\infty}\left|a^{\prime}(t)\right|^{2} d t \tag{4.4}
\end{equation*}
$$

Proof. We prove the theorem using standard arguments. First we assume that $a$ and $a^{\prime}$ belong to $L^{1}(\mathbb{R}) \cap L^{2}(\mathbb{R})$ and we introduce the function

$$
\begin{equation*}
b(x)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} e^{-i t x} a(t) d t \tag{4.5}
\end{equation*}
$$

Let us show that it is integrable on the whole real line.
The assumption $a \in L^{1}(\mathbb{R}) \cap L^{2}(\mathbb{R})$ guarantees that $b \in L^{2}(\mathbb{R})$, and Plancherel's formula holds:

$$
\begin{equation*}
\int_{-\infty}^{\infty}|b(x)|^{2} d x=\frac{1}{2 \pi} \int_{-\infty}^{\infty}|a(t)|^{2} d t \tag{4.6}
\end{equation*}
$$

The conditions $a \in L^{1}(\mathbb{R})$ and $a^{\prime} \in L^{1}(\mathbb{R})$ let us deduce from (4.5) the equality

$$
\begin{equation*}
(i x) b(x)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} e^{-i t x} a^{\prime}(t) d t \tag{4.7}
\end{equation*}
$$

Indeed, we note that since $a^{\prime}$ is integrable, the function $a$ has bounded variation, and thus the limits $a(-\infty)$ and $a(\infty)$ exist and are finite. Moreover, $a(-\infty)=$ $a(\infty)=0$ because $a$ is integrable. Consequently, choosing an arbitrary $N>0$, we can integrate by parts:

$$
\int_{-N}^{N} e^{-i t x} a(t) d t=\left.a(t) \frac{e^{-i t x}}{-i x}\right|_{t=-N} ^{t=N}+\frac{1}{i x} \int_{-N}^{N} e^{-i t x} a^{\prime}(t) d t, \quad x \neq 0
$$

Letting $N$ go to $\infty$, we arrive at (4.7).
The condition $a^{\prime} \in L^{1}(\mathbb{R}) \cap L^{2}(\mathbb{R})$ allows us to apply Plancherel's formula on the basis of (4.7), and we obtain

$$
\int_{-\infty}^{\infty} x^{2}|b(x)|^{2} d t=\frac{1}{2 \pi} \int_{-\infty}^{\infty}\left|a^{\prime}(t)\right|^{2} d t
$$

Combining this with (4.6), we derive the equality

$$
\int_{-\infty}^{\infty}|1+i x|^{2}|b(x)|^{2} d x=\frac{1}{2 \pi}\left(\int_{-\infty}^{\infty}|a(t)|^{2} d t+\int_{-\infty}^{\infty}\left|a^{\prime}(t)\right|^{2} d t\right)
$$

Then by the Cauchy-Schwarz inequality, we have

$$
\begin{aligned}
\left(\int_{-\infty}^{\infty}|b(x)| d x\right)^{2} & =\left(\int_{-\infty}^{\infty}|1+i x||b(x)| \frac{1}{|1+i x|} d x\right)^{2} \\
& \leqslant \int_{-\infty}^{\infty}|1+i x|^{2}|b(x)|^{2} d x \int_{-\infty}^{\infty} \frac{1}{|1+i x|^{2}} d x \\
& \leqslant \frac{1}{2} \int_{-\infty}^{\infty}|a(t)|^{2} d t+\frac{1}{2} \int_{-\infty}^{\infty}\left|a^{\prime}(t)\right|^{2} d t
\end{aligned}
$$

Applying this to $a_{r}(x)=a(r x)$ and optimizing over $r$, we obtain (4.4). Therefore, $b$ is indeed integrable, and hence the inverse Fourier transform can be used on the basis of (4.5), yielding (4.3). Thus, the theorem is proved under the additional assumptions.

Let us now consider the general case, and first reformulate the theorem in operator language. We denote the usual $L^{p}$-norm of functions (with respect to Lebesgue measure) by $\|\cdot\|_{p}$. The basic function space in Theorem 4.2 is the Sobolev space
$W_{1}^{2}=W_{1}^{2}(\mathbb{R})$ of all absolutely continuous complex-valued functions $a(t)$ on the real line with finite norm

$$
\|a\|_{W_{1}^{2}}=\left(\frac{1}{2}\|a\|_{2}^{2}+\frac{1}{2}\left\|a^{\prime}\right\|_{2}^{2}\right)^{1 / 2}
$$

We need the following assertion.
Lemma 4.3. The linear subspace $H=\left\{a \in W_{1}^{2}: a \in L^{1}(\mathbb{R}), a^{\prime} \in L^{1}(\mathbb{R})\right\}$ is dense in $W_{1}^{2}$.

To see this, we note that every function $a \in H$ can be approximated in the norm of $W_{1}^{2}$ by functions

$$
a_{\sigma}(t)=a(t) e^{-\sigma^{2} t^{2} / 2}, \quad \sigma>0
$$

Obviously, $a_{\sigma} \in L^{1}(\mathbb{R}) \cap L^{2}(\mathbb{R})$. Since $\left|a_{\sigma}(t)\right| \leqslant|a(t)|$, by the Lebesgue dominated convergence theorem we have

$$
\int_{-\infty}^{\infty}\left|a_{\sigma}(t)-a(t)\right|^{2} d t \rightarrow 0, \quad \sigma \rightarrow 0
$$

Moreover, since $a_{\sigma}^{\prime}(t)=a^{\prime}(t) e^{-\sigma^{2} t^{2} / 2}-a(t) \sigma^{2} t e^{-\sigma^{2} t^{2} / 2}$ (where the equality is understood in the Radon-Nikodym sense), we have

$$
\left|a_{\sigma}^{\prime}(t)-a^{\prime}(t)\right| \leqslant\left|a^{\prime}(t)\right|\left(1-e^{-\sigma^{2} t^{2} / 2}\right)+|a(t)| \sigma^{2}|t| e^{-\sigma^{2} t^{2} / 2}
$$

Hence, using the estimate $x e^{-x^{2} / 2} \leqslant 1 / \sqrt{e}(x \geqslant 0)$, we find that

$$
\left|a_{\sigma}^{\prime}(t)-a^{\prime}(t)\right|^{2} \leqslant 2\left|a^{\prime}(t)\right|^{2}\left(e^{-\sigma^{2} t^{2} / 2}-1\right)^{2}+\sigma^{2}|a(t)|^{2}
$$

and again by the Lebesgue theorem,

$$
\int_{-\infty}^{\infty}\left|a_{\sigma}^{\prime}(t)-a^{\prime}(t)\right|^{2} d t \rightarrow 0, \quad \sigma \rightarrow 0
$$

Therefore, $\left\|a_{\sigma}-a\right\|_{W_{1}^{2}} \rightarrow 0$ as $\sigma \rightarrow 0$, and hence $H$ is dense in $W_{1}^{2}$.
Continuing the proof of Theorem 4.2 , we denote by $\mathscr{P} b=\widehat{b}$ the Fourier transform acting on functions $b \in L^{1}(\mathbb{R})$. For functions $a$ in $H$, we considered in the first step the functions $b=\mathscr{G} a$ determined by (4.5), for which we have the identity (4.6) and the inequality (4.4). Consequently,

$$
\begin{equation*}
\|\mathscr{G} a\|_{1} \leqslant\|a\|_{W_{1}^{2}} \quad \text { and } \quad\|\mathscr{G} a\|_{2} \leqslant \frac{1}{\sqrt{2 \pi}}\|a\|_{2} \leqslant\|a\|_{W_{1}^{2}} \tag{4.8}
\end{equation*}
$$

Moreover, $\mathscr{P} \mathscr{G} a=a$. In particular, $\mathscr{G}: H \rightarrow L^{1}(\mathbb{R}) \cap L^{2}(\mathbb{R})$ is a continuous linear operator with respect to the norm $\|b\|=\|b\|_{1}+\|b\|_{2}$ in $L^{1}(\mathbb{R}) \cap L^{2}(\mathbb{R})$. But $H$ is dense in $W_{1}^{2}$, and thus $\mathscr{G}$ can be extended by continuity to the entire space $W_{1}^{2}$, with the inequalities in (4.8) remaining valid. Since the operator $\mathscr{P}$ is continuous in the norm of $L^{2}$, the identity $\mathscr{P} \mathscr{G} a=a$ also remains true. Then for all $a \in W_{1}^{2}$

$$
\|b\|_{1} \leqslant\left(\frac{1}{2}\|a\|_{2}^{2}+\frac{1}{2}\left\|a^{\prime}\right\|_{2}^{2}\right)^{1 / 2}, \quad \mathscr{P} b=a, \quad b=\mathscr{G} a
$$

It remains to make this inequality homogeneous over the space variable, in the same way as this was briefly described in the first step. The proof of Theorem 4.2 is complete.

Remark 4.4. It is not necessary to use the derivatives in (4.1) if it is known that the distributions $F$ and $G$ have compact support. Indeed, we recall the notation in Theorem 4.2. If $b$ in (4.3) is concentrated on an interval $[-R, R]$ with $R>0$, then by applying (4.6) we obtain

$$
\begin{align*}
\left(\int_{-\infty}^{\infty}|b(x)| d x\right)^{2} & =\left(\int_{-R}^{R}|b(x)| d x\right)^{2} \\
& \leqslant 2 R \int_{-R}^{R}|b(x)|^{2} d x=\frac{R}{\pi} \int_{-\infty}^{\infty}|a(t)|^{2} d t \tag{4.9}
\end{align*}
$$

In the case $a=f-g, a \in L^{2}$, the function $A=F-G$ is absolutely continuous and, as a measure, has density $b=A^{\prime}$, so that $\|A\|_{\mathrm{TV}}=\int_{-\infty}^{\infty}|b(x)| d x$. Consequently, applying (4.9) to $b$, we arrive at the following inequality, which is simpler that (4.1).
Theorem 4.5. For any distribution functions $F$ and $G$ that are concentrated on an interval $[-R, R]$ and have characteristic functions $f$ and $g$,

$$
\|F-G\|_{\mathrm{TV}}^{2} \leqslant \frac{R}{\pi} \int_{-\infty}^{\infty}|f(t)-g(t)|^{2} d t
$$

If the integral on the right-hand side is finite, then the function $A=F-G$ is absolutely continuous. As a measure, it has the density $b=A^{\prime}$, and thus $\|A\|_{\mathrm{TV}}=$ $\int_{-\infty}^{\infty}|b(x)| d x$.

## 5. Kullback-Leibler divergence

The Kullback-Leibler divergence, also called the relative entropy or the information divergence, is an even stronger distance than the total variation of the difference of distributions. For absolutely continuous probability distributions $F$ and $G$ on the real line with densities $p$ and $q$, this distance is defined by

$$
D(F \| G)=\int_{-\infty}^{\infty} p(x) \log \frac{p(x)}{q(x)} d x
$$

under the assumption that $q(x)=0 \Rightarrow p(x)=0$ for almost all $x$ (that is, the distribution $F$ regarded as a measure is absolutely continuous with respect to the measure $G$ ). In all the other cases one sets $D(F \| G)=\infty$.

In the general case we have $0 \leqslant D(F \| G) \leqslant \infty$, and $D(F \| G)=0$ if and only if $F=G$. However, this functional is not symmetric with respect to $(F, G)$ and thus is not a metric in the space $\mathscr{F}$. Nevertheless, in many problems the quantity $D(F \| G)$ serves as a convenient measure of the proximity of $F$ to $G$. It is related to the distance in variation by the well-known Pinsker(-type) inequality

$$
D(F \| G) \geqslant \frac{1}{2}\|F-G\|_{\mathrm{TV}}^{2}=\frac{1}{2}\left(\int_{-\infty}^{\infty}|p(x)-q(x)| d x\right)^{2}
$$

We also note the relation to the classical entropy

$$
h(X)=-\int_{-\infty}^{\infty} p(x) \log p(x) d x
$$

where $X$ is a random variable with density $p$. Namely, if $Z$ is a Gaussian random variable with distribution $G$, and $X$ and $Z$ have equal expectations and variances, then

$$
D(F \| G)=h(Z)-h(X)
$$

The problem of estimating the proximity of $F$ and $G$ in the sense of the KullbackLeibler divergence in terms of the characteristic functions has been little studied. We present a result for the important case when $G=\Phi$ is the standard normal distribution, that is, has the characteristic function $g(t)=e^{-t^{2} / 2}$. Let

$$
g_{\alpha}(t)=e^{-t^{2} / 2}\left(1+\alpha \frac{(i t)^{3}}{3!}\right), \quad t, \alpha \in \mathbb{R}
$$

The function $g_{\alpha}$ is the Fourier transform of the density

$$
\varphi_{\alpha}(x)=\frac{1}{\sqrt{2 \pi}} e^{-x^{2} / 2}\left(1+\alpha \frac{x^{3}-3 x}{3!}\right)
$$

of a 'corrected' Gaussian distribution (note that this density can assume negative values).

As before, $\|u\|_{2}$ denotes the $L^{2}$-norm of a function $u$ :

$$
\|u\|_{2}=\left(\int_{-\infty}^{\infty}|u(t)|^{2} d t\right)^{1 / 2}
$$

Theorem 5.1. Let $F$ be a probability distribution on the real line with the characteristic function $f$, and let $\int_{-\infty}^{\infty}|x|^{3} d F(x)<\infty$. Then for any $\alpha \in \mathbb{R}$

$$
\begin{equation*}
D(F \| \Phi) \leqslant \alpha^{2}+4\left(\left\|f-g_{\alpha}\right\|_{2}+\left\|f^{\prime \prime \prime}-g_{\alpha}^{\prime \prime \prime}\right\|_{2}\right) \tag{5.1}
\end{equation*}
$$

The condition of finiteness of the third absolute moment of $F$ guarantees that the characteristic function $f$ has three continuous derivatives.

The inequality (5.1) was proved in [14] in the study of the entropy variant of the central limit theorem. For $\alpha=0$ it is simpler:

$$
D(F \| \Phi) \leqslant 4\left(\|f-g\|_{2}+\left\|f^{\prime \prime \prime}-g^{\prime \prime \prime}\right\|_{2}\right)
$$

and can be regarded as a complete analogue of Theorem 4.1. However, taking other values of $\alpha$ leads to more accurate estimates for $D(F \| \Phi)$.

## 6. Lévy-Prokhorov distance

Now we return to weak probability metrics (that is, metrics giving weak convergence of probability measures).

A natural modification of the Lévy distance for Borel probability measures $F$ and $G$ on an arbitrary metric space $(M, d)$ is the Levy-Prokhorov distance $\pi(F, G)$,
which was introduced in [15] for metrization of weak convergence. It is defined as the greatest lower bound of values $h \geqslant 0$ such that

$$
\begin{equation*}
F(A) \leqslant G\left(A_{h}\right)+h \tag{6.1}
\end{equation*}
$$

for all Borel sets $A \subset M$. Here $A_{h}$ denotes the open $h$-neighbourhood of $A$ in the metric $d$, that is,

$$
A_{h}=\{x \in M: \exists y \in M, d(x, y)<h\} .
$$

Though this definition is formally not symmetric, the dual inequality $G(A) \leqslant$ $F\left(A_{h}\right)+h$ easily follows from (6.1).

In the case $M=\mathbb{R}$, if we restricted ourselves in (6.1) only to half-axes $A$, we would return to the Lévy distance. Thus, the Lévy-Prokhorov distance is stronger: $L(F, G) \leqslant \pi(F, G)$ (in the case of the real line we identify probability measures $F$ with the associated distribution functions $x \mapsto F(-\infty, x])$. Nevertheless, these metrics generate the same topology of weak convergence in $\mathscr{F}$. In the case of the Euclidean space $M=\mathbb{R}^{k}$, another generalization of the Lev́y metric is the distance defined by (6.1) for the class of all half-spaces; it is sometimes called the Tsirelson distance.

Yurinskii [16] proposed a variant of estimation of the proximity of probability distributions on $\mathbb{R}^{k}$ in the Lévy-Prokhorov metric in terms of the proximity of the corresponding characteristic functions under the additional moment conditions

$$
\begin{equation*}
\int_{\mathbb{R}^{k}}\|x\|^{[k / 2]+1} d F(x)<\infty \quad \text { and } \int_{\mathbb{R}^{k}}\|x\|^{[k / 2]+1} d G(x)<\infty \tag{6.2}
\end{equation*}
$$

and under the assumption that $G$ has a density $q$ such that

$$
\begin{equation*}
\int_{\mathbb{R}^{k}}|q(x+h)-q(x)| d x \leqslant \lambda\|h\| \tag{6.3}
\end{equation*}
$$

(a smoothness-type condition by analogy with Theorem 2.1). Under these conditions, he obtained the smoothing inequality

$$
\pi(F, G) \leqslant c_{1} \pi(F * H, G * H)+c_{2}(1+\lambda) \int_{\mathbb{R}^{k}}\|x\| d H(x)
$$

valid for any probability measure $H$ on $\mathbb{R}^{k}$, with constants $c_{1}$ and $c_{2}$ depending only on the dimension $k$. The Lévy-Prokhorov distance between smoothed distributions can be estimated in variation (Theorem 4.1 with $k=1$ ), which finally yields the following result [16]. We formulate it in the one-dimensional case, taking into account a remark of Abramov on a possible weakening of the conditions (6.2) in terms of pseudomoments.

Theorem 6.1. Let $F$ and $G$ be distribution functions with characteristic functions $f$ and $g$, respectively, and let

$$
\begin{equation*}
\int_{-\infty}^{\infty}|x||F-G|(d x)<\infty \tag{6.4}
\end{equation*}
$$

If (6.3) is satisfied, then for any $T>0$ and some absolute constant $c>0$

$$
\begin{equation*}
c \pi(F, G) \leqslant\left(\int_{-T}^{T}\left(|f(t)-g(t)|^{2}+\left|(f(t)-g(t))^{\prime}\right|^{2}\right) d t\right)^{1 / 2}+\frac{1+\lambda}{T} \tag{6.5}
\end{equation*}
$$

Here $|F-G|$ is the variation of the function $F-G$, regarded as a finite positive measure on the real line. We note that the continuous differentiability of $f-g$ is guaranteed by the moment condition (6.4).

Although the first term on the right-hand side of (6.5) is in general much larger than the analogous integral term in Esseen's inequality, the main feature of (6.5) is the decrease of the second term (which holds due to (6.3)). Thus, in applications related to the convergence rate in the central limit theorem (when $G=\Phi$ ), Yurinskii's inequality implies the correct asymptotic behaviour and thereby essentially strengthens the assertion about normal approximation for sums of independent variables (compared to the statement about normal approximation in the sense of the Kolmogorov distance).

In the general case, that is, without additional smoothness-type assumptions, estimates of the proximity $\pi(F, G)$ in terms of the characteristic functions were studied by Abramov [17] and Zaitsev [18], [12] (see also [19]). We give a result obtained in [18] and [12].
Theorem 6.2. Let $F$ and $G$ be distribution functions satisfying (6.2) with $k=1$, and let $f$ and $g$ be their characteristic functions. Then for any $T>e$

$$
\begin{equation*}
c \pi(F, G) \leqslant I(F, G)+\frac{\log T}{T} \tag{6.6}
\end{equation*}
$$

where $c>0$ is an absolute constant and
$I(F, G)=\left(\int_{-T}^{T}|f(t)-g(t)|^{2} d t \int_{-T}^{T}\left(\frac{\log T}{T^{2}}|f(t)-g(t)|^{2}+\left|f^{\prime}(t)-g^{\prime}(t)\right|^{2}\right) d t\right)^{1 / 4}$.
The presence of the term $(\log T) / T$ on the right-hand side of (6.6) makes this inequality closer to the Zolotarev inequality for the Lévy distance, whereas the functional $I(F, G)$ reminds us of the estimate (4.1) for the total variation (though with the essential difference that the integrals are now taken over the finite interval $[-T, T]$ ). The strengthening of the Zolotarev inequality implies, for example, the following statement, which is an improvement of Corollary 3.3 in terms of the Lévy-Prokhorov distance.
Corollary 6.3. If the characteristic functions $f$ and $g$ coincide on an interval $[0, T]$ with $T>e$, then

$$
\pi(F, G) \leqslant c \frac{\log T}{T}
$$

where $c$ is an absolute constant.

## 7. Distance in the $L^{p}$-metric

Another important distance in the space $\mathscr{F}$ is the distance in the metric of the space $L^{p}(\mathbb{R})$ :

$$
\|F-G\|_{p}=\left(\int_{-\infty}^{\infty}|F(x)-G(x)|^{p} d x\right)^{1 / p}, \quad 1 \leqslant p<\infty
$$

Unlike the Lévy distance and the Lévy-Prokhorov distance, it is homogeneous of order $1 / p$ with respect to the space variable: if random variables $X$ and $Y$ have
distribution functions $F$ and $G$, then for the distribution functions $F_{r}(x)=F(x / r)$ and $G_{r}(x)=G(x / r)$ of the random variables $r X$ and $r Y(r>0)$ we have

$$
\left\|F_{r}-G_{r}\right\|_{p}=r^{1 / p}\|F-G\|_{p}
$$

The function $p \mapsto\|F-G\|_{p}^{p}$ is non-increasing, so $\|F-G\|_{p} \leqslant\|F-G\|_{1}^{1 / p}$. Thus, for finiteness of the $L^{p}$-distance, it is sufficient to assume that the absolute moments $\mathrm{E}|X|$ and $\mathrm{E}|Y|$ are finite. Moreover, if $\mathrm{E}|X|^{\varepsilon}<\infty$ and $\mathrm{E}|Y|^{\varepsilon}<\infty$ for some $\varepsilon>0$, then, as is easily verified,

$$
\lim _{p \rightarrow \infty}\|F-G\|_{p}=\|F-G\|_{\infty}=\rho(F, G)
$$

We note another elementary relation:

$$
\begin{equation*}
L(F, G) \leqslant\|F-G\|_{p}^{p /(p+1)} \tag{7.1}
\end{equation*}
$$

Indeed, if $L(F, G)>h \geqslant 0$, then from the definition of the Lévy distance it follows immediately that there exists a point $x_{0} \in \mathbb{R}$ such that $G\left(x_{0}-h\right)-h>F\left(x_{0}\right)$ or $F\left(x_{0}\right)>G\left(x_{0}+h\right)+h$. For definiteness let the second inequality hold. Then by the monotonicity of $F$ and $G$,

$$
\|F-G\|_{p}^{p} \geqslant \int_{x_{0}}^{x_{0}+h}|F(x)-G(x)|^{p} d x \geqslant\left(F\left(x_{0}\right)-G\left(x_{0}+h\right)\right)^{p} h \geqslant h^{p+1}
$$

This proves (7.1).
It follows that the topology generated by the $L^{p}$-distance is stronger than the topology of weak convergence in $\mathscr{F}$. Nevertheless, convergence in the $L^{p}$-metric on any subspace of probability distributions with bounded absolute moments of order $\alpha>1$, that is, under the condition $\int_{-\infty}^{\infty}|x|^{\alpha} d F(x) \leqslant M$ with a fixed parameter $M$, is equivalent to weak convergence.

For $p \geqslant 2$, one can estimate the distance $\|F-G\|_{p}$ in terms of the corresponding characteristic functions by using the classical Hausdorff-Young inequality

$$
\begin{equation*}
\|\widehat{a}\|_{p} \leqslant\|a\|_{q}, \quad q=\frac{p}{p-1} \tag{7.2}
\end{equation*}
$$

which is valid for any integrable complex-valued function $a$ on the real line. Here

$$
\widehat{a}(x)=\int_{-\infty}^{\infty} e^{2 \pi i t x} a(t) d t, \quad x \in \mathbb{R}
$$

is the Fourier transform of the function $a$ with a modified scale.
According to (1.2), the difference $F-G$ is the Fourier transform of the function $a(t)=\frac{1}{2 \pi} \frac{f(t)-g(t)}{-i t}$ in the standard sense when $a(t)$ is integrable. Hence it is possible to apply (7.2), and then we obtain the following estimate (in which the assumption of integrability can easily be dropped).
Theorem 7.1. For any distribution functions $F$ and $G$ with characteristic functions $f$ and $g$, respectively,

$$
\begin{equation*}
\|F-G\|_{p} \leqslant\left(\frac{1}{2 \pi} \int_{-\infty}^{\infty}\left|\frac{f(t)-g(t)}{t}\right|^{q} d t\right)^{1 / q}, \quad q=\frac{p}{p-1} \tag{7.3}
\end{equation*}
$$

for $p \geqslant 2$.

This inequality remains true for arbitrary functions $F$ and $G$ of bounded variation such that $F(-\infty)=G(-\infty)$ and $F(\infty)=G(\infty)$ (in this case we can integrate by parts in (1.1) to obtain (1.2)). If we take the limit in (7.3) as $p \rightarrow \infty$, then we return to the estimate (1.3) for the Kolmogorov distance.

For $2<p<\infty$ the constant $1 /(2 \pi)$ in (7.3) can be made better if we use the improved Hausdorff-Young inequality (see [20]). On the other hand, for $p=2$ this inequality turns into the following equality in view of Plancherel's theorem:

$$
\begin{equation*}
\|F-G\|_{2}^{2}=\frac{1}{2 \pi} \int_{-\infty}^{\infty}\left|\frac{f(t)-g(t)}{t}\right|^{2} d t \tag{7.4}
\end{equation*}
$$

Using this equality in (7.1), we obtain another well-known estimate for the Lévy distance:

$$
L(F, G) \leqslant\left(\frac{1}{2 \pi} \int_{-\infty}^{\infty}\left|\frac{f(t)-g(t)}{t}\right|^{2} d t\right)^{1 / 3}
$$

However, this estimate can hardly compete with Zolotarev's inequality.
Since $|f(t)-g(t)| \leqslant 2$, the proximity of the characteristic functions $f$ and $g$ on a large interval suffices for the proximity of $F$ and $G$ in the $L^{p}$-metric. Indeed,

$$
\int_{|t| \geqslant T}\left|\frac{f(t)-g(t)}{t}\right|^{q} d t \leqslant 2^{q+1} \int_{T}^{\infty} \frac{1}{t^{q}} d t=\frac{2^{q+1}}{q-1} \frac{1}{T^{q-1}}
$$

Using the relations

$$
\left(\frac{2^{q+1}}{(q-1) T^{q-1}}\right)^{1 / q}=2^{1+1 / q}(p-1)^{(p-1) / p} \frac{1}{T^{1 / p}} \leqslant \frac{4(p-1)}{T^{1 / p}} \quad \text { and } \quad\left(\frac{1}{2 \pi}\right)^{1 / q}<\frac{1}{2}
$$

we obtain the following statement from (7.3).
Corollary 7.2. Let $F$ and $G$ be distribution functions with characteristic functions $f$ and $g$. For $p \geqslant 2$ and for any $T>0$

$$
\begin{equation*}
\|F-G\|_{p} \leqslant \frac{1}{2}\left(\int_{-T}^{T}\left|\frac{f(t)-g(t)}{t}\right|^{q} d t\right)^{1 / q}+\frac{4(p-1)}{T^{1 / p}} \tag{7.5}
\end{equation*}
$$

In particular, if $f$ and $g$ coincide on an interval $[0, T]$, then

$$
\|F-G\|_{p} \leqslant \frac{4(p-1)}{T^{1 / p}}
$$

## 8. Distance in the $L^{1}$-metric

For $1 \leqslant p<2$ the inequality (7.3) no longer holds, and other approaches are needed for estimating the proximity of distributions in the $L^{p}$-metric in terms of the characteristic functions. Let us consider the most interesting case $p=1$, when we deal with the mean distance in the space $\mathscr{F}$. In view of the relation between the distance in the $L^{1}$-metric and the Kantorovich distance and other transport metrics, we use another standard notation:

$$
W_{1}(F, G)=\|F-G\|_{1}=\int_{-\infty}^{\infty}|F(x)-G(x)| d x, \quad F, G \in \mathscr{F} .
$$

Recall that, according to (7.1) with $p=1$, the relation $L^{2}(F, G) \leqslant W_{1}(F, G)$ holds.

Let $f$ and $g$ be the characteristic functions for distribution functions $F$ and $G$. If the quantity $W_{1}(F, G)$ is finite, then $f-g$ is continuously differentiable, and $a(t)=(f(t)-g(t)) /(-i t)$ is the Fourier transform of $b=F-G$. Thus, we can use Theorem 4.2, which yields the estimate

$$
W_{1}^{2}(F, G) \leqslant \frac{1}{2} \int_{-\infty}^{\infty}\left|\frac{f(t)-g(t)}{t}\right|^{2} d t+\frac{1}{2} \int_{-\infty}^{\infty}\left|\frac{d}{d t} \frac{f(t)-g(t)}{t}\right|^{2} d t
$$

Just as done before Corollary 7.2, here we can narrow the integration interval to $[-T, T]$, and then in the best case we obtain an estimate of type

$$
\begin{equation*}
W_{1}(F, G) \leqslant\left(\int_{-T}^{T}\left|\frac{f(t)-g(t)}{t}\right|^{2} d t\right)^{1 / 2}+\left(\int_{-T}^{T}\left|\frac{d}{d t} \frac{f(t)-g(t)}{t}\right|^{2} d t\right)^{1 / 2}+\frac{c}{\sqrt{T}} \tag{8.1}
\end{equation*}
$$

by analogy with the inequality (7.5) for $p=2$ (and with an additional integral containing the derivatives of the characteristic functions).

To replace the last term $c / \sqrt{T}$ by $c / T$ (which would agree with the power of $T$ in (7.5) for $p=1$ ), Esseen proposed the use of smoothing by means of a special finite signed measure $H_{T}$ with parameter $T>0$ on the real line with Fourier-Stieltjes transform

$$
h_{T}(t)= \begin{cases}1, & |t| \leqslant \frac{T}{2} \\ 0, & |t| \geqslant T \\ \frac{2(T-|t|)}{T}, & \frac{T}{2} \leqslant|t| \leqslant T\end{cases}
$$

Note that $0 \leqslant h_{T}(t) \leqslant 1$ and $\left|h_{T}^{\prime}(t)\right| \leqslant 2 / T(|t| \neq T, T / 2)$. In terms of the characteristic functions $v_{T}(t)=(1-|t| / T)_{+}$, we can write $h_{T}=2 v_{T}-v_{T / 2}$. It follows immediately that $\left\|H_{T}\right\|_{\mathrm{TV}} \leqslant 3$.

From this point on, we mainly follow the exposition of the monograph [13], though with some modifications. We denote the class of all complex-valued functions $A=A(x)$ with bounded variation on the real line by $V$, and the class of their Fourier-Stieltjes transforms $a=a(t)$ by $\widetilde{V}$. Let $\|a\|_{\mathrm{tv}}=\|A\|_{\mathrm{TV}}$.

The class $V$ is closed under convolution, and hence $\widetilde{V}$ is closed under multiplication and is an algebra, in which this norm has the properties

$$
\|a+b\|_{\mathrm{tv}} \leqslant\|a\|_{\mathrm{tv}}+\|b\|_{\mathrm{tv}} \quad \text { and } \quad\|a b\|_{\mathrm{tv}} \leqslant\|a\|_{\mathrm{tv}}\|b\|_{\mathrm{tv}}
$$

for all $a, b \in \widetilde{V}$. The variation norm does not change if we change the scale, and thus for $a_{r}(t)=a(r t)$ we also have $\left\|a_{r}\right\|_{\mathrm{tv}}=\|a\|_{\mathrm{tv}}$.

Any characteristic function has norm $\|a\|_{\mathrm{tv}}=1$, and in particular, $\|1\|_{\mathrm{tv}}=1$. In the general case, when the function $a$ is absolutely continuous, the conditions $\int|a(t)|^{2} d t<\infty$ and $\int\left|a^{\prime}(t)\right|^{2} d t<\infty$ guarantee that $a \in \widetilde{V}$, and by Theorem 4.2

$$
\begin{equation*}
\|a\|_{\mathrm{tv}} \leqslant\left(\int_{-\infty}^{\infty}|a(t)|^{2} d t \int_{-\infty}^{\infty}\left|a^{\prime}(t)\right|^{2} d t\right)^{1 / 4} \tag{8.2}
\end{equation*}
$$

Example 8.1. Let us consider the function

$$
u_{T}(t)= \begin{cases}\frac{4 t}{-i T^{2}}, & |t| \leqslant \frac{T}{2} \\ \frac{1}{-i t}, & |t| \geqslant \frac{T}{2}\end{cases}
$$

To estimate its norm we can use the identity $u_{T}(t)=(2 / T) u_{2}(2 t / T)$, which reduces the problem to the case $T=2$. Applying (8.2), we immediately obtain the estimate $\left\|u_{2}\right\|_{\mathrm{tv}} \leqslant \sqrt{8 / 3}$, and thus

$$
\begin{equation*}
\left\|u_{T}\right\|_{\mathrm{tv}} \leqslant \frac{c}{T}, \quad c=2 \sqrt{\frac{8}{3}} \tag{8.3}
\end{equation*}
$$

It should be noted that the problem of minimizing $\|u\|_{\text {tv }}$ in the class of all functions $u \in \widetilde{V}$ such that $u(t)=1 /(-i t)$ for $|t| \geqslant 1$ was studied by Beurling (see [4]). It turned out that the minimum value is $\pi / 2=1.57 \ldots$ (the example of $u_{2}$ gives the value $\sqrt{8 / 3}=1.63 \ldots$, which is slightly worse).

Now let $A$ be a given function of bounded variation with Fourier-Stieltjes transform

$$
a(t)=\int_{-\infty}^{\infty} e^{i t x} d A(x)
$$

If $A$ is integrable, then $A(-\infty)=A(\infty)=0$ and the function $a$ is absolutely continuous (locally). Moreover, we can integrate by parts:

$$
b(t) \equiv \frac{a(t)}{-i t}=\int_{-\infty}^{\infty} e^{i t x} A(x) d x=\int_{-\infty}^{\infty} e^{i t x} d B(x), \quad B(x)=\int_{-\infty}^{x} A(y) d y
$$

Hence, $b$ belongs to $\widetilde{V}$ and has the norm

$$
\|b\|_{\mathrm{tv}}=\|B\|_{\mathrm{TV}}=\int_{-\infty}^{\infty}|A(x)| d x
$$

On the other hand, if we use the representation $b=b h_{T}+b \cdot\left(1-h_{T}\right)$, then we get by the triangle inequality that

$$
\begin{equation*}
\|b\|_{\mathrm{tv}} \leqslant\left\|b h_{T}\right\|_{\mathrm{tv}}+\left\|b \cdot\left(1-h_{T}\right)\right\|_{\mathrm{tv}} \tag{8.4}
\end{equation*}
$$

Since $1-h_{T}(t)=0$ for $|t| \leqslant T / 2$, the equality

$$
b(t)\left(1-h_{T}(t)\right)=a(t) u(t)\left(1-h_{T}(t)\right)
$$

holds for any function $u \in \tilde{V}$ such that $u(t)=1 /(-i t)$ for $|t| \geqslant T / 2$. Moreover, in this case

$$
\left\|b \cdot\left(1-h_{T}\right)\right\|_{\mathrm{tv}} \leqslant\|a\|_{\mathrm{tv}}\|u\|_{\mathrm{tv}}\left\|1-h_{T}\right\|_{\mathrm{tv}}
$$

Here $\|a\|_{\mathrm{tv}}=\|A\|_{\mathrm{TV}}$ and $\left\|1-h_{T}\right\|_{\mathrm{tv}} \leqslant 1+\left\|h_{T}\right\|_{\mathrm{tv}} \leqslant 4$, and hence

$$
\left\|b \cdot\left(1-h_{T}\right)\right\|_{\mathrm{tv}} \leqslant 4\|A\|_{\mathrm{TV}}\|u\|_{\mathrm{tv}}
$$

Taking the function $u_{T}$ in Example 8.1 as $u$, we get from (8.4) the smoothing-type inequality

$$
\begin{equation*}
\int_{-\infty}^{\infty}|A(x)| d x \leqslant\left\|b h_{T}\right\|_{\mathrm{tv}}+\frac{4 c\|A\|_{\mathrm{TV}}}{T}, \quad c=2 \sqrt{\frac{8}{3}} \tag{8.5}
\end{equation*}
$$

Let us consider the first term on the right-hand side of this inequality. Applying (8.2) and using the fact that $h_{T}=0$ outside the interval $(-T, T)$, we arrive at the inequality

$$
\begin{equation*}
\left\|b h_{T}\right\|_{\mathrm{tv}}^{2} \leqslant \frac{1}{2} \int_{-T}^{T}\left|b(t) h_{T}(t)\right|^{2} d t+\frac{1}{2} \int_{-T}^{T}\left|\left(b(t) h_{T}(t)\right)^{\prime}\right|^{2} d t \tag{8.6}
\end{equation*}
$$

Here the first integral does not exceed $\varepsilon=\int_{-T}^{T}|b(t)|^{2} d t$. In addition, the identity $\left(b h_{T}\right)^{\prime}=b^{\prime} h_{T}+b h_{T}^{\prime}$ (in the sense of Radon-Nikodym) for $|t|<T$ implies the inequality

$$
\left|\left(b(t) h_{T}(t)\right)^{\prime}\right|^{2} \leqslant 2\left|b^{\prime}(t)\right|^{2}+\frac{8|b(t)|^{2}}{T^{2}}
$$

which holds almost everywhere. Consequently, putting $\delta=\int_{-T}^{T}\left|b^{\prime}(t)\right|^{2} d t$, we can estimate the second integral in (8.6) by the quantity $2 \delta+\left(8 / T^{2}\right) \varepsilon$ and finally obtain

$$
\left\|b h_{T}\right\|_{\mathrm{tv}}^{2} \leqslant\left(\frac{1}{2}+\frac{4}{T^{2}}\right) \varepsilon+\delta
$$

The last inequality together with (8.5) yields the following theorem of Esseen [21].
Theorem 8.2. Let $A$ be a complex-valued integrable function of bounded variation with Fourier-Stieltjes transform $a$. Then for all $T>0$

$$
\begin{equation*}
\int_{-\infty}^{\infty}|A(x)| d x \leqslant c_{T}\left(\int_{-T}^{T}\left|\frac{a(t)}{t}\right|^{2} d t\right)^{1 / 2}+\left(\int_{-T}^{T}\left|\frac{d}{d t} \frac{a(t)}{t}\right|^{2} d t\right)^{1 / 2}+c \frac{\|A\|_{\mathrm{TV}}}{T} \tag{8.7}
\end{equation*}
$$

where $c_{T}=\left(1 / 2+4 / T^{2}\right)^{1 / 2}$ and $c$ is a constant. In particular, (8.7) holds with $c=16 \sqrt{2 / 3}<13.07$.

If $A=F-G$, where $F$ and $G$ are distribution functions, then $\|A\|_{\mathrm{TV}} \leqslant 2$, and we obtain the following improvement of (8.1).

Corollary 8.3. Let $F$ and $G$ be distribution functions with characteristic functions $f$ and $g$. If $W_{1}(F, G)<\infty$, then for all $T \geqslant 3$

$$
\begin{equation*}
W_{1}(F, G) \leqslant\left(\int_{-T}^{T}\left|\frac{f(t)-g(t)}{t}\right|^{2} d t\right)^{1 / 2}+\left(\int_{-T}^{T}\left|\frac{d}{d t} \frac{f(t)-g(t)}{t}\right|^{2} d t\right)^{1 / 2}+\frac{c}{T} \tag{8.8}
\end{equation*}
$$

where $c$ is a constant. In particular, if $f$ and $g$ coincide on $[0, T]$, then $W_{1}(F, G) \leqslant$ $c / T$.

By (8.7), we can take $c=32 \sqrt{2 / 3}$ in the last inequality. This constant can be improved on the basis of the indicated result of Beurling. Esseen [4] showed that $W_{1}(F, G) \leqslant \pi / T$ in the case when the characteristic functions $f$ and $g$ coincide on the interval $[0, T]$.

Finally, to draw attention to the relationship between Theorems 8.2 and 4.2, we reformulate (8.7) and observe that $a(t) /(-i t)$ is the Fourier transform of $A$. Upon changing the notation, we obtain the following assertion.

Corollary 8.4. For any integrable function $b: \mathbb{R} \rightarrow \mathbb{C}$ of bounded variation, its Fourier transform $\widehat{b}$ is a (locally) absolutely continuous function, and for all $T>0$

$$
\begin{aligned}
\int_{-\infty}^{\infty}|b(x)| d x \leqslant & \left(\frac{1}{2}+\frac{4}{T^{2}}\right)^{1 / 2}\left(\int_{-T}^{T}|\widehat{b}(t)|^{2} d t\right)^{1 / 2} \\
& +\left(\int_{-T}^{T}\left|\frac{d}{d t} \widehat{b}(t)\right|^{2} d t\right)^{1 / 2}+\frac{14}{T}\|b\|_{\mathrm{TV}}
\end{aligned}
$$

Letting $T$ tend to infinity, we derive an inequality that is equivalent to (4.4) up to an absolute multiplicative constant.

## 9. Ideal Zolotarev metrics

In the mid-1970s, in connection with problems on the rate of convergence in the central limit theorem, Zolotarev introduced the so-called ideal metrics in the space of probability distributions on $\mathbb{R}^{k}$. Among these metrics the following are the most important (see, for example, [22], [23]). For simplicity we consider only the one-dimensional case.

Fix an integer $s \geqslant 0$. For probability distributions $F$ and $G$ on the real line that have finite absolute moments of order $s$, we put

$$
\begin{equation*}
\zeta_{s}(F, G)=\sup \left|\int_{-\infty}^{\infty} u d F-\int_{-\infty}^{\infty} u d G\right| \tag{9.1}
\end{equation*}
$$

where the supremum is taken over all functions $u: \mathbb{R} \rightarrow \mathbb{R}$ having a derivative of order $s-1$ satisfying the Lipschitz condition:

$$
\left|u^{(s-1)}(x)-u^{(s-1)}(y)\right| \leqslant|x-y|, \quad x, y \in \mathbb{R}
$$

(it is sufficient to consider $s$ times differentiable functions $u$ such that $\left|u^{(s)}\right| \leqslant 1$ ).
In the case $s=0$ we obtain the distance in variation $\zeta_{0}(F, G)=\|F-G\|_{\mathrm{TV}}$.
In the case $s=1$ it is easy to see that we return to the metric in $L^{1}$ :

$$
\zeta_{1}(F, G)=\sup _{\|u\|_{\text {Lip }} \leqslant 1}\left|\int_{-\infty}^{\infty} u d F-\int_{-\infty}^{\infty} u d G\right|=\int_{-\infty}^{\infty}|F(x)-G(x)| d x
$$

In the case $s=2$ a similar formula holds:

$$
\zeta_{2}(F, G)=\int_{-\infty}^{\infty}\left|\int_{-\infty}^{x}(F(y)-G(y)) d y\right| d x
$$

In the general case we let $b_{1}=F-G$ and obtain the recurrence relation

$$
\begin{equation*}
\zeta_{s}(F, G)=\int_{-\infty}^{\infty}\left|b_{s}(x)\right| d x, \quad b_{s}(x)=\int_{-\infty}^{x} b_{s-1}(y) d y \tag{9.2}
\end{equation*}
$$

which yields the representation

$$
\zeta_{s}(F, G)=\frac{1}{(s-2)!} \int_{-\infty}^{\infty}\left|\int_{-\infty}^{x}(F(y)-G(y))(x-y)^{s-2} d y\right| d x, \quad s \geqslant 2
$$

Note that for the finiteness of $\zeta_{s}(F, G)$ it suffices that $F$ and $G$ have coinciding moments of orders up to $s-1$ inclusive:

$$
\begin{equation*}
\int_{-\infty}^{\infty} x^{p} d F(x)=\int_{-\infty}^{\infty} x^{p} d G(x), \quad p=1, \ldots, s-1 \tag{9.3}
\end{equation*}
$$

and also have finite absolute moments $\int_{-\infty}^{\infty}|x|^{s} d F(x)$ and $\int_{-\infty}^{\infty}|x|^{s} d G(x)$ (which was assumed from the beginning).

The distance $\zeta_{s}$ is homogeneous of order $s$ with respect to the space variable: if random variables $X$ and $Y$ have distribution functions $F$ and $G$, then the distribution functions $F_{r}$ and $G_{r}$ of the random variables $r X$ and $r Y(r>0)$ satisfy

$$
\zeta_{s}\left(F_{r}, G_{r}\right)=r^{s} \zeta_{s}(F, G)
$$

These metrics are related; in particular,

$$
\zeta_{1} \leqslant C_{s} \zeta_{1+s}^{1 /(1+s)}, \quad \zeta_{2}^{1 / 2} \leqslant C_{s}^{\prime} \zeta_{2+s}^{1 /(2+s)}
$$

where the constants depend only on $s$ (see [9], Theorem 3). For example, $\zeta_{1}^{2} \leqslant 8 \zeta_{2}$ (see [23]).

Using $\zeta_{2}$, we can estimate the Lévy-Prokhorov distance by

$$
\pi^{3}(F, G) \leqslant c \zeta_{2}(F, G), \quad F, G \in \mathscr{F}
$$

with some constant $c$ (see [24]).
The Zolotarev metrics can be defined similarly also for non-integers $s=m+\alpha$ ( $m$ an integer, $0<\alpha<1$ ). In this case the supremum in (9.1) is taken over all $m$ times differentiable functions $u$ having derivatives of order $m$ that satisfy the Lipschitz condition with exponent $\alpha$ :

$$
\left|u^{(m)}(x)-u^{(m)}(y)\right| \leqslant|x-y|^{\alpha}, \quad x, y \in \mathbb{R}
$$

By (9.1), the definition of $\zeta_{s}(F, G)$ can be extended to any functions $F$ and $G$ of bounded variation. For finiteness of $\zeta_{1}(F, G)$, it should be assumed that the integral $\int_{-\infty}^{\infty}|F(x)-G(x)| d x$ is finite, which, in turn, is guaranteed by the condition

$$
\int_{-\infty}^{\infty}|x||d(F(x)-G(x))|<\infty
$$

and then we necessarily have $F(-\infty)=G(-\infty)$ and $F(\infty)=G(\infty)$.

In this more general case, we pass to the problem of estimating the Zolotarev distance in terms of the Fourier-Stieltjes transforms

$$
f(t)=\int_{-\infty}^{\infty} e^{i t x} d F(x) \quad \text { and } \quad g(t)=\int_{-\infty}^{\infty} e^{i t x} d G(x), \quad t \in \mathbb{R}
$$

To estimate $\zeta_{1}(F, G)$ one can use Theorem 8.2 or Corollary 8.4: the inequality

$$
\begin{aligned}
\zeta_{1}(F, G) \leqslant & \left(\int_{-T}^{T}\left|\frac{f(t)-g(t)}{t}\right|^{2} d t\right)^{1 / 2}+\left(\int_{-T}^{T}\left|\frac{d}{d t} \frac{f(t)-g(t)}{t}\right|^{2} d t\right)^{1 / 2} \\
& +\frac{14}{T}\|F-G\|_{\mathrm{TV}}
\end{aligned}
$$

holds for all $T \geqslant 3$.
If the function $b_{2}(x)=\int_{-\infty}^{x}(F(y)-G(y)) d y$ is integrable, then we can integrate by parts on the right-hand side of the equality

$$
\frac{f(t)-g(t)}{-i t}=\int_{-\infty}^{\infty} e^{i t x}(F(x)-G(x)) d x=\int_{-\infty}^{\infty} e^{i t x} d b_{2}(x)
$$

which implies that

$$
\frac{f(t)-g(t)}{(-i t)^{2}}=\int_{-\infty}^{\infty} e^{i t x} b_{2}(x) d x
$$

Applying Corollary 8.4 to $b=b_{2}$ and taking the equality $\left\|b_{2}\right\|_{\mathrm{TV}}=\zeta_{1}(F, G)$ into account, we now get that
$\zeta_{2}(F, G) \leqslant\left(\int_{-T}^{T}\left|\frac{f(t)-g(t)}{t^{2}}\right|^{2} d t\right)^{1 / 2}+\left(\int_{-T}^{T}\left|\frac{d}{d t} \frac{f(t)-g(t)}{t^{2}}\right|^{2} d t\right)^{1 / 2}+\frac{14}{T} \zeta_{1}(F, G)$.
Note that the integrability of $b_{2}$ is guaranteed by the conditions

$$
\int_{-\infty}^{\infty} x d F(x)=\int_{-\infty}^{\infty} x d G(x), \quad \int_{-\infty}^{\infty}|x|^{2}|d(F(x)-G(x))|<\infty
$$

where, as usual, $|d(F(x)-G(x))|$ denotes the variation of $F-G$ (which is a finite positive measure on the real line).

Proceeding on the basis of the recurrence formula (9.2), we arrive at similar estimates for arbitrary integers $s \geqslant 1$.
Theorem 9.1. Let $F$ and $G$ be functions of bounded variation that have identical moments of all orders up to $s-1$ inclusive (the condition (9.3)) and are such that

$$
\int_{-\infty}^{\infty}|x|^{s}|d(F(x)-G(x))|<\infty
$$

Then for all $T \geqslant 3$

$$
\begin{aligned}
\zeta_{s}(F, G) \leqslant & \left(\int_{-T}^{T}\left|\frac{f(t)-g(t)}{t^{s}}\right|^{2} d t\right)^{1 / 2}+\left(\int_{-T}^{T}\left|\frac{d}{d t} \frac{f(t)-g(t)}{t^{s}}\right|^{2} d t\right)^{1 / 2} \\
& +\frac{c}{T} \zeta_{s-1}(F, G)
\end{aligned}
$$

with some absolute constant $c>0$ (one can take $c=14$ ).
In the class of distribution functions, this inequality was proved by Zolotarev [25] (up to an absolute constant); it is also given (without proof) in [23], p. 80.

## 10. Transport metrics

Let $(M, d)$ be a complete separable metric space, and denote by $\mathscr{F}_{p}(M)$ the space of all (Borel) probability measures $F$ on $M$ that have a finite moment of order $p \geqslant 1$, that is, satisfy the condition

$$
\int\left(d\left(x, x_{0}\right)\right)^{p} d F(x)<\infty
$$

for some (and hence for all) $x_{0} \in M$. We put

$$
W_{p}(F, G)=\inf \left(\iint(d(x, y))^{p} d \mu(x, y)\right)^{1 / p}
$$

where the infinum is taken over all probability measures $\mu$ on $M \times M$ with marginal distributions $F$ and $G$, that is, over measures such that

$$
\mu(A \times M)=F(A), \quad \mu(M \times A)=G(A)
$$

for all Borel sets $A \subset M$. The functional $W_{p}$ turns $\mathscr{F}_{p}(M)$ into a metric space.
According to Vershik's historical study [26], the distance $W_{1}$ was introduced by Kantorovich in the late 1930s. The latter also considered more general functionals of the form

$$
W=\inf \iint c(x, y) d \mu(x, y)
$$

with the following interpretation: if the cost of transporting a 'particle' from point $x$ to point $y$ is $c(x, y)$, then the cost of optimal transportation of a 'mass' $F$ to $G$ is equal to $W$ (see [27] and [28]). Therefore, the distances $W_{p}$ are also called transport distances or minimal distances. A detailed discussion of many important properties and applications of these metrics can be found in [29]-[32]. Here we mention some of them.

As follows directly from the definition, the function $p \mapsto W_{p}(F, G)$ is nondecreasing, and hence the metric $W_{p}$ becomes stronger with growing $p$. The Kantorovich distance is related to the Lévy-Prokhorov distance by the inequality

$$
\begin{equation*}
\pi(F, G) \leqslant\left(W_{p}(F, G)\right)^{p /(p+1)} \tag{10.1}
\end{equation*}
$$

This is an analogue of the relation (7.1) between the Lévy metric and the metric in the space $L^{p}$. We give a similar proof. Assume that $F(A) \geqslant G\left(A_{h}\right)+h$ for some $h>0$ and some Borel set $A$ in $M$. Then for any probability measure $\mu$ on $M \times M$ with marginal distributions $F$ and $G$ we have

$$
\begin{aligned}
\int_{M} \int_{M}(d(x, y))^{p} d \mu(x, y) & \geqslant \int_{A} \int_{M \backslash A_{h}}(d(x, y))^{p} d \mu(x, y) \\
& \geqslant h^{p} \mu\left(A \times M \cap M \times\left(M \backslash A_{h}\right)\right) \\
& \geqslant h^{p}\left(F(A)-G\left(A_{h}\right)\right) \geqslant h^{p+1}
\end{aligned}
$$

Consequently, $W_{p}^{p}(F, G) \geqslant h^{p+1}$, which proves (10.1).

From (10.1) it follows that the topology generated by $W_{p}$ on $\mathscr{F}_{p}(M)$ is stronger than the topology of weak convergence. In fact, there is the following characterization (see [30]): $W_{p}\left(F_{n}, F\right) \rightarrow 0$ as $n \rightarrow \infty$ if and only if $\pi\left(F_{n}, F\right) \rightarrow 0$, and for some (equivalently, all) $x_{0} \in M$

$$
\int\left(d\left(x, x_{0}\right)\right)^{p} d F_{n}(x) \rightarrow \int\left(d\left(x, x_{0}\right)\right)^{p} d F(x)
$$

Thus, convergence in the metric $W_{p}$ is equivalent to weak convergence on many subspaces of the space $\mathscr{F}_{p}(M)$.

For $p=1$ the famous Kantorovich-Rubinstein theorem provides a dual description of the metric $W_{1}$ (see [33] and [34]): for all $F, G \in \mathscr{F}_{1}(M)$

$$
W_{1}(F, G)=\sup \left|\int u d F-\int u d G\right|
$$

where the supremum is taken over all functions $u: M \rightarrow \mathbb{R}$ satisfying the Lipschitz condition $|u(x)-u(y)| \leqslant d(x, y), x, y \in M$.

Therefore, in the case of the real line $M=\mathbb{R}$ with the canonical distance $d(x, y)=$ $|x-y|$, we return to the metric in the space $L^{1}$ :

$$
\begin{equation*}
W_{1}(F, G)=\zeta_{1}(F, G)=\|F-G\|_{1}=\int_{-\infty}^{\infty}|F(x)-G(x)| d x \tag{10.2}
\end{equation*}
$$

Here $F$ and $G$ on the right-hand side are distribution functions associated with the corresponding probability measures. However, $W_{p}$ with $p>1$ does not reduce to the distance in the space $L^{p}$, and there is a similar description

$$
W_{p}(F, G)=\left(\int_{0}^{1}\left|F^{-1}(t)-G^{-1}(t)\right|^{p} d t\right)^{1 / p}
$$

in terms of generalized inverse functions $F^{-1}(t)=\inf \{x \in \mathbb{R}: F(x) \geqslant t\}$.
The identity (10.2) suggests that there is possibly a close connection between the Kantorovich and Zolotarev distances. Interesting results in this direction were recently obtained by Rio [35]. In particular, he showed in [35] that for any probability distributions $F$ and $G$ on the real line the estimate

$$
\begin{equation*}
W_{p}(F, G) \leqslant c p \zeta_{p}(F, G)^{1 / p}, \quad p \geqslant 1 \tag{10.3}
\end{equation*}
$$

holds with $c$ an absolute constant.

## 11. Quadratic Kantorovich distance

In the hierarchy of the metrics $W_{p}$ with $p>1$, the particular case $p=2$ is most popular. The distance $W_{2}$ is often regarded as an analogue of the Euclidean distance in the space $\mathscr{F}_{2}(M)$. Hence, questions connected with estimation of this distance have been the subject of many investigations. The problem of estimating the proximity of $F$ and $G$ in the metric $W_{2}$ in terms of the Fourier-Stieltjes transforms is yet to be studied. This observation also applies to other values $p \geqslant 1$, with the exception of the case $p=1$ and $M=\mathbb{R}$ (in view of the relation (10.2)).

We cite an important result of Talagrand [36] that connects the quadratic Kantorovich distance and the Kullback-Leibler divergence (see also [37]): for all $F \in$ $\mathscr{F}_{2}\left(\mathbb{R}^{k}\right)$

$$
\begin{equation*}
W_{2}^{2}(F, \Phi) \leqslant 2 D(F \| \Phi) \tag{11.1}
\end{equation*}
$$

where $\Phi$ is the Gaussian measure on $\mathbb{R}^{k}$ with density

$$
\varphi(x)=\frac{1}{(2 \pi)^{k / 2}} e^{-\|x\|^{2} / 2}
$$

In the case when the distribution $F$ has density $p(x)=\frac{d F(x)}{d x}$ with respect to Lebesgue measure, the estimate (11.1) can be made more concrete:

$$
W_{2}^{2}(F, \Phi) \leqslant 2 \int_{\mathbb{R}^{k}} p(x) \log \frac{p(x)}{\varphi(x)} d x
$$

The inequality (11.1) is called the transport-entropy inequality. We refer the reader to [38], where other interesting relations are also given for $W_{2}$.

Applying (11.1) to smoothed distributions and using the estimate (5.1) for the Kullback-Leibler divergence (Theorem 5.1), one can estimate $W_{2}(F, \Phi)$ in terms of the characteristic function $f$ of the distribution $F$. Let us consider the one-dimensional case. We obtain the following theorem, which involves the Fourier-Stieltjes transform

$$
g_{\alpha}(t)=e^{-t^{2} / 2}\left(1+\alpha \frac{(i t)^{3}}{3!}\right)
$$

of a 'corrected' Gaussian distribution.
Theorem 11.1. Let $F$ be a probability distribution on the real line with characteristic function $f$, and let $\int_{-\infty}^{\infty}|x|^{3} d F(x)<\infty$. Then for any $T \geqslant 1$ and $\alpha \in \mathbb{R}$

$$
\begin{aligned}
W_{2}(F, \Phi) \leqslant 4 & \left(\int_{-T}^{T}\left|f(t)-g_{\alpha}(t)\right|^{2} d t\right)^{1 / 4} \\
& +4\left(\int_{-T}^{T}\left|f^{\prime \prime \prime}(t)-g_{\alpha}^{\prime \prime \prime}(t)\right|^{2} d t\right)^{1 / 4}+c\left(\frac{1+Q_{T}^{1 / 4}}{T}+|\alpha|\right)
\end{aligned}
$$

where $c>0$ is an absolute constant and

$$
Q_{T}=\int_{-T}^{T}\left(\left|f^{\prime \prime}(t)\right|+\left|f^{\prime}(t)\right|+|f(t)|\right)^{2}\left(1+t^{4}\right) d t
$$

In applications it is natural to choose $T$ so that the integral $Q_{T}$ remains bounded, and the quantity $\alpha$ should be chosen to be small of order $1 / T$ but not necessarily equal to zero; this can significantly decrease the values of the first two integrals.

In proving the theorem we use the notation $W_{2}(X, Y)$ instead of $W_{2}(F, G)$ and $D(X \| Y)$ instead of $D(F \| G)$, where the random variables $X$ and $Y$ have the distributions $F$ and $G$, respectively.

We put $X_{\sigma}=X+\sigma Y$ with $\sigma=1 / T$, and we assume that the random variable $Y$ does not depend on $X$ and has a symmetric distribution with characteristic function $h$ such that $h(t)=0$ for $|t| \geqslant 1$, with $\mathrm{E}|Y|^{3} \leqslant C^{3}(C \geqslant 1)$. We can take a normalized convolution power of the triangular characteristic function $h_{0}(t)=(1-|t|)_{+}$, for example

$$
h(t)=\frac{h_{0}^{* 6}(6 t)}{h_{0}^{* 6}(0)}
$$

By convoluting $h_{0}$ with itself sufficiently many times, we obtain a positive-definite function that is differentiable the necessary number of times. Consequently, after normalization we are dealing with the characteristic function of a random variable that has finite absolute moments of the necessary order, and we can also control the support of the characteristic function.

By the definition of the quadratic Kantorovich distance,

$$
\begin{equation*}
W_{2}^{2}\left(X_{\sigma}, X\right) \leqslant \mathrm{E}\left(X_{\sigma}-X\right)^{2}=\sigma^{2} \mathrm{E} Y^{2} \leqslant \frac{C^{2}}{T^{2}} \tag{11.2}
\end{equation*}
$$

The triangle inequality for the metric $W_{2}$ implies that

$$
W_{2}(X, Z) \leqslant W_{2}\left(X_{\sigma}, Z\right)+W_{2}\left(X_{\sigma}, X\right)
$$

where it is assumed that the random variable $Z$ has the standard normal distribution $\Phi$. Hence

$$
W_{2}^{2}(X, Z) \leqslant 2 W_{2}^{2}\left(X_{\sigma}, Z\right)+2 W_{2}^{2}\left(X_{\sigma}, X\right)
$$

and from the inequalities (11.1) and (11.2) we derive the smoothing-type inequality

$$
W_{2}^{2}(X, Z) \leqslant 4 D\left(X_{\sigma} \| Z\right)+\frac{2 C^{2}}{T^{2}}
$$

To estimate the entropy term in this inequality, we apply (5.1) to the distribution of the random variable $X_{\sigma}$. It has the characteristic function $f_{\sigma}(t)=f(t) h(\sigma t)$, and thus

$$
D\left(X_{\sigma} \| Z\right) \leqslant 4\left(\left\|f_{\sigma}-g_{\alpha}\right\|_{2}+\left\|f_{\sigma}^{\prime \prime \prime}-g_{\alpha}^{\prime \prime \prime}\right\|_{2}\right)+\alpha^{2}
$$

so that we have

$$
\begin{equation*}
W_{2}^{2}(X, Z) \leqslant 16\left(\left\|f_{\sigma}-g_{\alpha}\right\|_{2}+\left\|f_{\sigma}^{\prime \prime \prime}-g_{\alpha}^{\prime \prime \prime}\right\|_{2}\right)+\frac{2 C^{2}}{T^{2}}+4 \alpha^{2} \tag{11.3}
\end{equation*}
$$

For $|t| \geqslant T$ the equality $f_{\sigma}(t)=0$ holds, and we obtain

$$
\left\|f_{\sigma}-g_{\alpha}\right\|_{2}^{2}=\int_{-T}^{T}\left|f_{\sigma}(t)-g_{\alpha}(t)\right|^{2} d t+\int_{|t| \geqslant T}\left|g_{\alpha}(t)\right|^{2} d t
$$

where the last integral decreases exponentially with respect to $T$ (and even at a higher rate). The same is valid for the derivatives, and hence

$$
\int_{|t| \geqslant T}\left|g_{\alpha}(t)\right|^{2} d t \leqslant \frac{C_{1}(1+|\alpha|)^{2}}{T^{4}} \quad \text { and } \quad \int_{|t| \geqslant T}\left|g_{\alpha}^{\prime \prime \prime}(t)\right|^{2} d t \leqslant \frac{C_{1}(1+|\alpha|)^{2}}{T^{4}}
$$

with some constant $C_{1} \geqslant 1$. Using the temporary notation

$$
\|u\|_{T}=\left(\int_{-T}^{T}|u(t)|^{2} d t\right)^{1 / 2}
$$

we get from (11.3) that

$$
\begin{aligned}
W_{2}^{2}(X, Z) & \leqslant 16\left\|f_{\sigma}-g_{\alpha}\right\|_{T}+16\left\|f_{\sigma}^{\prime \prime \prime}-g_{\alpha}^{\prime \prime \prime}\right\|_{T}+\frac{C_{2}(1+|\alpha|)}{T^{2}}+4 \alpha^{2} \\
& \leqslant 16\left\|f_{\sigma}-g_{\alpha}\right\|_{T}+16\left\|f_{\sigma}^{\prime \prime \prime}-g_{\alpha}^{\prime \prime \prime}\right\|_{T}+\frac{C_{3}}{T^{2}}+C_{4} \alpha^{2}
\end{aligned}
$$

with some constants $C_{j}$. Moreover, we can approximate $f_{\sigma}$ on the interval $[-T, T]$ with the help of $f$ in the sense of the $L^{2}$-norm, and by the triangle inequality for the $L^{2}$-norm,

$$
\begin{gather*}
W_{2}^{2}(X, Z) \leqslant 16\left\|f-g_{\alpha}\right\|_{T}+16\left\|f^{\prime \prime \prime}-g_{\alpha}^{\prime \prime \prime}\right\|_{T}+\frac{C_{3}}{T^{2}}+C_{4} \alpha^{2} \\
+16\left\|f_{\sigma}-f\right\|_{T}+16\left\|f_{\sigma}^{\prime \prime \prime}-f^{\prime \prime \prime}\right\|_{T} \tag{11.4}
\end{gather*}
$$

It remains to estimate the last two norms. In view of the symmetry of the distribution of the random variable $Y$, we have $h^{\prime}(0)=i \mathrm{E} Y=0$. Moreover, $\left|h^{\prime \prime}(s)\right| \leqslant E Y^{2} \leqslant C^{2}$. Consequently, by Taylor's formula $|h(s)-1| \leqslant C^{2} s^{2} / 2$ for all $s$. It follows that

$$
\left|f_{\sigma}(t)-f(t)\right| \leqslant|f(t)||h(\sigma t)-1| \leqslant \frac{C^{2} \sigma^{2}}{2} t^{2}|f(t)|
$$

and

$$
\begin{equation*}
\left\|f_{\sigma}-f\right\|_{T} \leqslant \frac{C^{2} \sigma^{2}}{2}\left(\int_{-T}^{T} t^{4}|f(t)|^{2} d t\right)^{1 / 2} \leqslant \frac{C^{2}}{2 T^{2}} \sqrt{Q_{T}} \tag{11.5}
\end{equation*}
$$

Using the inequalities $\left|h^{\prime}(s)\right| \leqslant C|s|$ and $\left|h^{(r)}(s)\right| \leqslant \mathrm{E}|Y|^{r} \leqslant C^{r}(r=2,3)$ and differentiating $f_{\sigma}(t)$ three times, we obtain the similar pointwise estimate

$$
\begin{aligned}
\left|f_{\sigma}^{\prime \prime \prime}(t)-f^{\prime \prime \prime}(t)\right| & =\left|3 \sigma f^{\prime \prime}(t) h^{\prime}(\sigma t)+3 \sigma^{2} f^{\prime}(t) h^{\prime \prime}(\sigma t)+\sigma^{3} f(t) h^{\prime \prime \prime}(\sigma t)\right| \\
& \leqslant 3 C^{3} \sigma^{2}\left(\left|t f^{\prime \prime}(t)\right|+\left|f^{\prime}(t)\right|+|f(t)|\right)
\end{aligned}
$$

which implies that

$$
\left\|f_{\sigma}^{\prime \prime \prime}-f^{\prime \prime \prime}\right\|_{T} \leqslant 3 C^{3} \sigma^{2}\left(\int_{-T}^{T}\left(\left|t f^{\prime \prime}(t)\right|+\left|f^{\prime}(t)\right|+|f(t)|\right)^{2} d t\right)^{1 / 2} \leqslant \frac{3 C^{3}}{T^{2}} \sqrt{Q_{T}}
$$

Taking this inequality into account along with (11.5), we deduce from (11.4) the required estimate

$$
W_{2}^{2}(X, Z) \leqslant 16\left\|f-g_{\alpha}\right\|_{T}+16\left\|f^{\prime \prime \prime}-g_{\alpha}^{\prime \prime \prime}\right\|_{T}+\frac{C_{3}+4 C^{3} \sqrt{Q_{T}}}{T^{2}}+C_{4} \alpha^{2}
$$

## 12. Smoothing measures with compact support

In the preceding inequalities where smoothing measures were used, the FourierStieltjes transforms of these measures had compact supports. But in some problems it is desirable that the smoothing measures themselves have compact supports. In this case, the corresponding Fourier-Stieltjes transforms can be rapidly decreasing (at infinity), but cannot be concentrated on a finite interval. The problem of the possible rate of decrease was considered by Ingham, who proved the following theorem ([39]; see also [40]). We state it in a slightly different form.
Theorem 12.1. Let $u:[1, \infty) \rightarrow[0, \infty)$ be a non-decreasing function such that

$$
I=\int_{1}^{\infty} \frac{u(t)}{t} d t<\infty
$$

Then for any $c>1$ there exists a symmetric probability measure $H$ concentrated on the interval $[-c I, c I]$ and with characteristic function $f$ satisfying the inequality

$$
|f(t)| \leqslant e^{-t u(t) \log c}, \quad t \geqslant 4
$$

For example, letting $u(t)=\alpha /\left(e t^{\alpha}\right)$ with a parameter $\alpha$ with $0<\alpha<1$, and taking $c=e$, we can choose a measure $H$ on $[-1,1]$ with characteristic function $f$ such that

$$
|f(t)| \leqslant \exp \left\{-\frac{\alpha}{e} t^{1-\alpha}\right\}, \quad t \geqslant 4
$$

Another example $u(t)=\kappa / \log ^{2}(1+t)$ with a suitable value $\kappa>0$ gives the even more rapid (almost exponential) decrease

$$
|f(t)| \leqslant \exp \left\{-\frac{\log 2}{2 e} \frac{t}{\log ^{2}(1+t)}\right\}, \quad t \geqslant 4
$$

and $H$ is again concentrated on $[-1,1]$.
However, it is known that under the assumption of a compact support it is impossible to obtain an inequality of the form $|f(t)| \leqslant C e^{-c t}, t \geqslant t_{0}$ (with some positive constants $c$ and $C$ ). Nevertheless, such an exponential estimate is possible in the integral sense in view of the following elementary theorem.

Theorem 12.2. For any $T \geqslant 0$ there exists a symmetric probability measure $H$ concentrated on the interval $[-1,1]$ and with characteristic function $f$ satisfying the inequality

$$
\begin{equation*}
\int_{|t| \geqslant T}|f(t)| d t \leqslant 2 \pi e^{2} e^{-T / e} \tag{12.1}
\end{equation*}
$$

For $T \geqslant 1$

$$
\begin{equation*}
\int_{|t| \geqslant T}|f(t)| \frac{d t}{|t|} \leqslant 3 e^{-T / e} \tag{12.2}
\end{equation*}
$$

As proposed by Ingham, one can take the measure $H$ in Theorem 12.1 to be the distribution of a convergent random series

$$
S=c \sum_{n=2}^{\infty} \frac{u(n)}{n} X_{n}
$$

where the random variables $X_{n}$ are independent and uniformly distributed on $(-1,1)$.

To prove Theorem 12.2, it suffices to take the finite sum

$$
S_{n}=\frac{1}{n} \sum_{k=1}^{n} X_{k}, \quad n \geqslant 2
$$

with $n=[T / e]$ and $T \geqslant 2 e$. In this case $2 \leqslant n \leqslant T / e$, and $S_{n}$ has the characteristic function $f(t)=\mathrm{E} e^{i t S_{n}}=\left(\frac{\sin (t / n)}{t / n}\right)^{n}$. Hence,

$$
\begin{aligned}
\int_{T}^{\infty}|f(t)| d t & \leqslant \int_{T}^{\infty}\left(\frac{n}{t}\right)^{n} d t=\frac{T}{n-1} e^{-n \log (T / n)} \\
& \leqslant \frac{T}{[T / e]-1} e^{-[T / e]} \leqslant \frac{T e}{[T / e]-1} e^{-T / e} \leqslant 2 e^{2} e^{-T / e}
\end{aligned}
$$

In the case $0 \leqslant T \leqslant 2 e$, one can take $n=2$ and apply the inverse Fourier transform to $f(t)=\left(\frac{\sin (t / 2)}{t / 2}\right)^{2}$. Since $S_{2}$ has the triangular density $p(x)=(1-|x|)_{+}$, we find that $\int_{0}^{\infty} f(t) d t=\pi p(0)=\pi$. Consequently,

$$
\int_{0}^{\infty} f(t) d t=\pi \leqslant \pi e^{2} e^{-T / e}
$$

Combining the two cases, we arrive at (12.1).
Similarly, for $T \geqslant 2 e$

$$
\int_{T}^{\infty}|f(t)| \frac{d t}{t} \leqslant \int_{T}^{\infty}\left(\frac{n}{t}\right)^{n} \frac{d t}{t}=\frac{1}{n} e^{-n \log (T / n)} \leqslant \frac{1}{2} e^{-[T / e]} \leqslant \frac{e^{-T / e}}{2}
$$

In the case $1 \leqslant T \leqslant 2 e$ one can take $n=1$, which gives

$$
\int_{T}^{\infty}|f(t)| \frac{d t}{t} \leqslant \int_{T}^{\infty} \frac{1}{t^{2}} d=\frac{1}{T} \leqslant \frac{3}{2} e^{-T / e}
$$

(here we use the fact that $e^{1 / e}<1.5$ ).
Combining both cases, we obtain (12.2).
The distributions $H$ in Theorem 12.2 were used by Zolotarev to prove an inequality for the Lévy distance (Theorem 3.2).

## 13. Signed smoothing measures

Let us pass to smoothing measures with additional properties, without keeping the property of positiveness.

Theorem 13.1. Let $s \geqslant 1$ be an integer. For any $T \geqslant 1$ there exists a symmetric signed measure $R$ on $[-1,1]$ with total variation $\|R\|_{\mathrm{TV}} \leqslant c_{s}$ such that

$$
\begin{equation*}
R([-1,1])=1, \quad \int_{-1}^{1} x^{p} d R(x)=0 \quad(p=1, \ldots, s-1) \tag{13.1}
\end{equation*}
$$

and with Fourier-Stieltjes transform $f$ satisfying the inequality

$$
\begin{equation*}
\int_{|t| \geqslant T}|f(t)| \frac{d t}{|t|} \leqslant 3 c_{s} e^{-T / e} \tag{13.2}
\end{equation*}
$$

One can set $c_{1}=c_{2}=1, c_{3}=3$, and $c_{s}=s\binom{2 s}{s-1}$ for $s \geqslant 4$.
In the cases $s=1$ and $s=2$ the condition (13.1) is automatically satisfied for the probability measure $R=H$ in Theorem 12.2 (by the symmetry of $H$; hence $c_{1}=c_{2}=1$ ). For $s=3$ this condition is satisfied for $p=1$ but not for $p=2$. For it to hold it is necessary to drop the property of positiveness of $R$ as a measure, that is, to drop the monotonicity of the associated function $R(x)=R((-\infty, x])$, and to take, for example,

$$
R(x)=2 H(x \sqrt{2})-H(x) .
$$

In this case $\|R\|_{\mathrm{TV}} \leqslant 3$, and thus we can put $c_{3}=3$.
In the general case, we let

$$
R(x)=w_{1} H\left(\frac{x}{b_{1}}\right)+\cdots+w_{s} H\left(\frac{x}{b_{s}}\right)
$$

where $H$ is the distribution function in Theorem 12.2 (which we identify with the measure $H$ ), and $b_{i} \neq b_{j}(i \neq j)$. If all the quantities $b_{i}$ belong to $(0,1]$, then $R$ as a measure is concentrated on $[-1,1]$, and its total variation can be estimated as

$$
\begin{equation*}
\|R\|_{\mathrm{TV}} \leqslant \sum_{i=1}^{s}\left|w_{i}\right| \tag{13.3}
\end{equation*}
$$

The Fourier-Stieltjes transform $f$ of the measure $R$ can be expressed in terms of the characteristic function $h$ of $H$ in the following way: $f(t)=\sum_{i=1}^{s} w_{i} h\left(b_{i} t\right)$. Hence by Theorem 12.2,

$$
\begin{equation*}
\int_{|t| \geqslant T}|f(t)| \frac{d t}{|t|}=\sum_{i=1}^{s}\left|w_{i}\right| \int_{|t| \geqslant T / b_{i}}|h(t)| \frac{d t}{|t|} \leqslant 3 \sum_{i=1}^{s}\left|w_{i}\right| e^{-T / e} \tag{13.4}
\end{equation*}
$$

Now we pass to the condition (13.1). It reduces to a linear system in $s$ unknowns $w=\left(w_{1}, \ldots, w_{s}\right)$, which can be written in matrix form as $V w=e$, where $V$ is the Vandermonde matrix

$$
V=\left(\begin{array}{cccc}
1 & 1 & \ldots & 1 \\
b_{1} & b_{2} & \ldots & b_{s} \\
\vdots & \vdots & \ddots & \vdots \\
b_{1}^{s-1} & b_{2}^{s-1} & \ldots & b_{s}^{s-1}
\end{array}\right)
$$

and $e$ is the column $(1,0, \ldots, 0)$. It follows that $w=V^{-1} e$, and we can estimate the right-hand side of (13.3) in terms of the $b_{i}$. With this aim in view, we use the following result from [41] on the norm of the inverse of a Vandermonde matrix: if the norm of the $s \times s$ matrix $A=\left(a_{i j}\right)$ is defined by

$$
\|A\|=\max _{1 \leqslant i \leqslant s} \sum_{j=1}^{s}\left|a_{i j}\right|
$$

then for $A=V^{-1}$ we have

$$
\begin{equation*}
\left\|V^{-1}\right\| \leqslant \max _{1 \leqslant i \leqslant s} \prod_{j \neq i} \frac{1+\left|b_{j}\right|}{\left|b_{i}-b_{j}\right|} \tag{13.5}
\end{equation*}
$$

For example, choosing $b_{i}=i / s$, we obtain the upper estimate

$$
\left\|V^{-1}\right\| \leqslant \prod_{j=2}^{s} \frac{1+j / s}{j / s-1 / s}=\binom{2 s}{s-1}
$$

Since $w_{i}=(A e)_{i}=a_{i 1}$,

$$
\sum_{i=1}^{s}\left|w_{i}\right|=\sum_{i=1}^{s}\left|a_{i 1}\right| \leqslant \sum_{i=1}^{s} \sum_{j=1}^{s}\left|a_{i j}\right| \leqslant s\|A\| \leqslant s\binom{2 s}{s-1}
$$

Taking (13.3) and (13.4) into account, we get (13.2) together with the inequality $\|R\|_{\mathrm{TV}} \leqslant s\binom{2 s}{s-1}$, which proves the theorem.

## 14. Analogue of Esseen's inequality for the $L^{1}$-metric

In this section we give an example of the use of Theorem 12.2. In particular, we are interested in a variant of Theorem 8.2 in which the $L^{2}$-norm of the function $a(t) / t$ on the interval $[-T, T]$ is replaced by the $L^{1}$-norm, and the integral containing the derivative is removed.

Let us prove the following theorem. Let $A: \mathbb{R} \rightarrow \mathbb{R}$ be a function of bounded variation with Fourier-Stieltjes transform

$$
a(t)=\int_{-\infty}^{\infty} e^{i t x} d A(x), \quad t \in \mathbb{R}
$$

and let $A(-\infty)=0$.
Theorem 14.1. If $1 \leqslant \beta-\alpha \leqslant T \log T(T \geqslant 1)$, then

$$
\begin{equation*}
\int_{\alpha}^{\beta}|A(x)| d x \leqslant \frac{\beta-\alpha}{2 \pi} \int_{-T}^{T}\left|\frac{a(t)}{t}\right| d t+c\|A\|_{\mathrm{TV}} \frac{\log T}{T} \tag{14.1}
\end{equation*}
$$

where $c$ is an absolute positive constant.
In a somewhat weaker form when $A=F-G$ is the difference of two distribution functions, such an estimate can be obtained with the help of the Zolotarev inequality for the Lévy distance (Theorem 3.2). Indeed, if $h>L(F, G)$, then for all $x$

$$
\begin{aligned}
& F(x)-G(x) \leqslant(G(x+h)-G(x))+h \\
& G(x)-F(x) \leqslant(F(x+h)-F(x))+h
\end{aligned}
$$

and it follows that

$$
|F(x)-G(x)| \leqslant(F(x+h)-F(x))+(G(x+h)-G(x))+h
$$

Integrating this inequality over the interval $[\alpha, \beta]$ and then letting $h$ tend to $L(F, G)$, we find that

$$
\int_{\alpha}^{\beta}|F(x)-G(x)| d x \leqslant(1+(\beta-\alpha)) L(F, G)
$$

Thus, for all $T>1.3$ the inequality (3.3) implies that

$$
\int_{\alpha}^{\beta}|F(x)-G(x)| d x \leqslant \frac{1+(\beta-\alpha)}{2 \pi} \int_{-T}^{T}\left|\frac{f(t)-g(t)}{t}\right| d t+2 e(1+(\beta-\alpha)) \frac{\log T}{T}
$$

where $f$ and $g$ are the characteristic functions of the distributions $F$ and $G$. Hence, an advantage of the estimate (14.1) is the absence of the coefficient $\beta-\alpha$ on the right-hand side.

To prove Theorem 14.1 we need an auxiliary inequality, which is of independent interest.

Lemma 14.2. Let $A:[\alpha, \beta] \rightarrow \mathbb{R}$ be a function of bounded variation. Then for any integer $N \geqslant 1$

$$
\begin{equation*}
\int_{\alpha}^{\beta}|A(x)| d x \leqslant \sum_{k=1}^{N}\left|\int_{x_{k-1}}^{x_{k}} A(x) d x\right|+\frac{\beta-\alpha}{N}\|A\|_{\mathrm{TV}} \tag{14.2}
\end{equation*}
$$

where $x_{k}=\alpha+(\beta-\alpha) k / N$.
This inequality was proved in [42] for the difference of distribution functions (with $\|A\|_{\text {TV }}$ replaced by 2 ). The general case is similar; let $I$ denote the collection of indices $k=1, \ldots, N$ such that the function $A(x)$ does not change sign in the $k$ th interval $\Delta_{k}=\left(x_{k-1}, x_{k}\right)$. The other indices form the complementary subset $J \subset\{1, \ldots, N\}$. Then for all $k \in I$

$$
\int_{\Delta_{k}}|A(x)| d x=\left|\int_{\Delta_{k}} A(x) d x\right|
$$

But if $k \in J$, then obviously

$$
\sup _{x \in \Delta_{k}}|A(x)| \leqslant \sup _{x, y \in \Delta_{k}}|A(x)-A(y)| \leqslant|A|\left(\Delta_{k}\right)
$$

where $|A|$ is the variation of the function $A$, regarded as a positive measure on $[\alpha, \beta]$. In this case we obtain

$$
\int_{\Delta_{k}}|A(x)| d x \leqslant|A|\left(\Delta_{k}\right)\left|\Delta_{k}\right|, \quad\left|\Delta_{k}\right|=\frac{\beta-\alpha}{N}
$$

Combining both estimates, we conclude that the integral $\int_{\alpha}^{\beta}|A(x)| d x$ does not exceed the quantity

$$
\sum_{k \in I}\left|\int_{\Delta_{k}} A(x) d x\right|+\sum_{k \in J}|A|\left(\Delta_{k}\right)\left|\Delta_{k}\right| \leqslant \sum_{k=1}^{N}\left|\int_{\Delta_{k}} A(x) d x\right|+\frac{\beta-\alpha}{N} \sum_{k=1}^{N}|A|\left(\Delta_{k}\right)
$$

In view of the fact that the measure $|A|$ is additive, the last sum does not exceed $\|A\|_{\mathrm{TV}}$. The proof of the lemma is complete.

Passing to the proof of (14.1), we need to estimate the integral on the right-hand $\begin{aligned} & \text { side of (14.2). It can be assumed that } \int_{-T}^{T}\left|\frac{a(t)}{t}\right| d t<\infty \text {. We consider a function } \\ & \text { of the form }\end{aligned}$

$$
U(x)=\frac{1}{2 h} \int_{x-h}^{x+h} A(y) d y, \quad x \in \mathbb{R}, \quad h>0
$$

which is the convolution of the measure $A$ with the uniform distribution on an interval $(-h, h)$ (the parameter $h$ will be chosen later). It has the Fourier-Stieltjes transform $\frac{\sin (t h)}{t h} a(t)$.

Fixing another parameter $\sigma>0$, which will be chosen depending on $T$, we consider the convolution

$$
U_{\sigma}(x)=\int_{-\infty}^{\infty} U(x-\sigma y) d H(y)
$$

where $H$ is the probability measure in Theorem 12.2. Since this measure is concentrated on $[-1,1]$, we immediately obtain

$$
\begin{equation*}
\left|U_{\sigma}(x)-U(x)\right| \leqslant \sup _{|z| \leqslant \sigma}|U(x-z)-U(x)| \leqslant \frac{\sigma}{2 h}|A|(x-h-\sigma, x+h+\sigma) \tag{14.3}
\end{equation*}
$$

where the last factor on the right-hand side denotes the variation of $A$ on $(x-h-\sigma$, $x+h+\sigma)$.

On the other hand, $U_{\sigma}$ has the Fourier-Stieltjes transform

$$
g(t)=f(\sigma t) \frac{\sin (t h)}{t h} a(t)
$$

where $f$ is the characteristic function of the measure $H$, and $U_{\sigma}(-\infty)=0$. The function $g$ is integrable, and hence the inverse Fourier-Stieltjes transform can be applied: for all $x$

$$
U_{\sigma}(x)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} e^{-i t x} \frac{g(t)}{-i t} d t
$$

Using the inequality $\sup _{t}|a(t)| \leqslant\|A\|_{\text {TV }}$ outside the interval $[-T, T]$, we obtain

$$
\left|U_{\sigma}(x)\right| \leqslant \frac{1}{2 \pi} \int_{-T}^{T}\left|\frac{a(t)}{t}\right| d t+\frac{1}{2 \pi}\|A\|_{\mathrm{TV}} \int_{|t| \geqslant \sigma T}\left|\frac{f(t)}{t}\right| d t
$$

Here we put $\sigma=(2 e \log T) / T$ and use (12.2) with $2 e \log T$ instead of $T$ to estimate the last integral. Then we arrive at the estimate

$$
\left|U_{\sigma}(x)\right| \leqslant \frac{1}{2 \pi} \int_{-T}^{T}\left|\frac{a(t)}{t}\right| d t+\frac{3}{2 \pi} \frac{\|A\|_{\mathrm{TV}}}{T^{2}}
$$

and from (14.3) we get that

$$
|U(x)| \leqslant \frac{1}{2 \pi} \int_{-T}^{T}\left|\frac{a(t)}{t}\right| d t+\frac{3}{2 \pi} \frac{\|A\|_{\mathrm{TV}}}{T^{2}}+\frac{\sigma}{2 h}|A|(x-\sigma-h, x+\sigma+h)
$$

Therefore, by the definition of the function $U$ and the choice of $\sigma$, we find that for all $x \in \mathbb{R}, h>0$, and $T \geqslant 1$

$$
\begin{equation*}
\left|\int_{x-h}^{x+h} A(y) d y\right| \leqslant \frac{h}{\pi} \int_{-T}^{T}\left|\frac{a(t)}{t}\right| d t+\frac{3}{\pi} \frac{h}{T^{2}}\|A\|_{\mathrm{TV}}+\frac{2 e \log T}{T} \varepsilon\left(x, h+\frac{2 e \log T}{T}\right) \tag{14.4}
\end{equation*}
$$

where

$$
\varepsilon(x, r)=|A|(x-r, x+r)
$$

We now return to Lemma 14.2 and use the same partition of $[\alpha, \beta]$ into intervals $\Delta_{k}=\left(x_{k-1}, x_{k}\right)$ with endpoints $x_{k}=\alpha+(\beta-\alpha) k / N$. If we apply (14.4) to the points $z_{k}=\left(x_{k-1}+x_{k}\right) / 2$ and $h=(\beta-\alpha) /(2 N)$ and sum over all $k=1, \ldots, N$, then (14.2) implies that

$$
\begin{align*}
\int_{\alpha}^{\beta}|A(x)| d x \leqslant & \frac{\beta-\alpha}{2 \pi} \int_{-T}^{T}\left|\frac{a(t)}{t}\right| d t+\frac{3}{2 \pi} \frac{\beta-\alpha}{T^{2}}\|A\|_{\mathrm{TV}} \\
& \quad+\frac{\beta-\alpha}{N}\|A\|_{\mathrm{TV}}+\frac{2 e \log T}{T} \sum_{k=1}^{N} \varepsilon\left(z_{k}, h+\frac{2 e \log T}{T}\right) \tag{14.5}
\end{align*}
$$

Note that $\sum_{k=1}^{N} \varepsilon\left(z_{k}, l h\right) \leqslant l\|A\|_{\mathrm{TV}}$ for any integer $l \geqslant 1$. Thus, the sum in (14.5) does not exceed the quantity

$$
\left(\frac{2 e \log T}{T h}+2\right)\|A\|_{\mathrm{TV}}
$$

Consequently, taking the inequality $\beta-\alpha \leqslant T \log T$ into account, we arrive at the estimate

$$
\begin{align*}
& \int_{\alpha}^{\beta}|A(x)| d x \leqslant \frac{\beta-\alpha}{2 \pi} \int_{-T}^{T}\left|\frac{a(t)}{t}\right| d t \\
&  \tag{14.6}\\
& \quad+\|A\|_{\mathrm{TV}}\left[\frac{3}{2 \pi} \frac{\log T}{T}+\frac{\beta-\alpha}{N}+\frac{2 e \log T}{T}\left(\frac{2 e \log T}{T h}+2\right)\right]
\end{align*}
$$

Letting $N=[(\beta-\alpha) T / \log T]+1$, we obtain $(\beta-\alpha) / N \leqslant(\log T) / T$, and if $\beta-\alpha \geqslant 1$, then

$$
T h=T \frac{\beta-\alpha}{2 N} \geqslant T \frac{\beta-\alpha}{2(\beta-\alpha) T / \log T+2} \geqslant \frac{1}{3} \log T .
$$

Thus, up to the factor $(\log T) / T$ the expression in square brackets on the right-hand side of (14.6) does not exceed $3 /(2 \pi)+1+2 e(6 e+2)<102$, and we obtain (14.1) with $c=102$. Theorem 14.1 is proved.

## 15. Variants of the Berry-Esseen inequality

Again let $A: \mathbb{R} \rightarrow \mathbb{R}$ be a function of bounded variation, with $A(-\infty)=0$. We return to estimations of the $L^{\infty}$-norm

$$
\|A\|=\sup _{x}|A(x)|
$$

in terms of the Fourier-Stieltjes transform

$$
a(t)=\int_{-\infty}^{\infty} e^{i t x} d A(x) .
$$

It we let $F=0$ and $G=A$, then, under the assumption that $\left|A^{\prime}(x)\right| \leqslant L_{1}$ for all $x$, the Berry-Esseen inequality (Theorem 2.1) gives the estimate

$$
\begin{equation*}
\|A\| \leqslant c \int_{-T}^{T}\left|\frac{a(t)}{t}\right| d t+c^{\prime} \frac{L_{1}}{T}, \quad T>0 \tag{15.1}
\end{equation*}
$$

with absolute constants $c, c^{\prime}>0$. Interestingly, if we strengthen the property of smoothness in terms of higher-order derivatives of the function $A$, then (15.1) can be improved significantly. In particular, the following statement holds.
Theorem 15.1. If a function $A$ is twice differentiable and $\sup _{x}\left|A^{\prime \prime}(x)\right| \leqslant L_{2}$, then for all $T>0$

$$
\begin{equation*}
\|A\| \leqslant c \int_{-T}^{T}\left|\frac{a(t)}{t}\right| d t+c^{\prime} \frac{L_{2}}{T^{2}} \tag{15.2}
\end{equation*}
$$

where $c$ and $c^{\prime}$ are absolute positive constants.
It is also of interest to find out whether this estimate can be made local, when smoothness properties of the function $A$ are known only in a neighbourhood of a given point $x$. It turns out that a similar statement can be obtained in this case.
Theorem 15.2. Assume that a function $A$ is differentiable s times in a neighbourhood $\Delta:|z-x|<\operatorname{se}(\log T) / T$ of a given point $x$ (where $T>1$ and $s \geqslant 1$ is an integer) and that

$$
\begin{equation*}
\sup _{z \in \Delta}\left|A^{(s)}(z)\right| \leqslant L_{s}(x, T) \tag{15.3}
\end{equation*}
$$

Then

$$
\begin{equation*}
|A(x)| \leqslant \frac{1}{2 \pi} \int_{-T}^{T}\left|\frac{a(t)}{t}\right| d t+c_{s}\|A\|_{\mathrm{TV}} \frac{1}{T^{s}}+c_{s} L_{s}(x, T)\left(\frac{\log T}{T}\right)^{s}, \tag{15.4}
\end{equation*}
$$

where $c_{s}$ is a constant depending only on $s$.
We stress that such estimates are hardly of value in problems concerning, for example, the rate of convergence in the central limit theorem when one is considering functions $A=F-G$ with smooth $G$ but generally discontinuous $F$. Nevertheless, 'discrete' analogues of the inequalities (15.2) and (15.4) can be derived for such purposes, and the condition (15.3) should be stated in terms of difference operators of order $s$. Following this line of investigation, one can study, for example, Edgeworth expansions for binomial distributions. For lack of space we do not
touch upon such generalizations here.
We start with a proof of Theorem 15.2, assuming that $\int_{-T}^{T}\left|\frac{a(t)}{t}\right| d t<\infty$. The inequality (15.4) is based on the smoothing of $A$ by the signed measure $R$ in Theorem 13.1: we consider the convolution

$$
\begin{equation*}
A_{\sigma}(x)=\int_{-\infty}^{\infty} A(x-\sigma y) d R(y) \tag{15.5}
\end{equation*}
$$

with the parameter $\sigma=(s e \log T) / T$. Since $R$ is concentrated on the interval $[-1,1]$ and $R([-1,1])=1$, we have

$$
A_{\sigma}(x)-A(x)=\int_{-1}^{1}(A(x-\sigma y)-A(x)) d R(y)
$$

Expanding $A(x-\sigma y)$ by Taylor's formula in powers of $y$ and using (13.1), we get that

$$
\begin{equation*}
\left|A_{\sigma}(x)-A(x)\right| \leqslant \frac{\sigma^{s}}{s!} \sup _{z \in \Delta}\left|A^{(s)}(z)\right| \leqslant \frac{\sigma^{s}}{s!} L_{s}(x, T) \tag{15.6}
\end{equation*}
$$

On the other hand, $A_{\sigma}$ has the Fourier-Stieltjes transform $g(t)=f(\sigma t) a(t)$, where $f$ is the Fourier-Stieltjes transform of the measure $R$, and $A_{\sigma}(-\infty)=0$. Hence we can apply the inverse Fourier-Stieltjes transform:

$$
\begin{equation*}
A_{\sigma}(x)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} e^{-i t x} \frac{g(t)}{-i t} d t \tag{15.7}
\end{equation*}
$$

Using the inequality $\sup _{t}|a(t)| \leqslant\|A\|_{\mathrm{TV}}$ outside $[-T, T]$ and then applying (13.2), we find that

$$
\begin{aligned}
\left|A_{\sigma}(x)\right| & \leqslant \frac{1}{2 \pi} \int_{-T}^{T}\left|\frac{a(t)}{t}\right| d t+\frac{\|A\|_{\mathrm{TV}}}{2 \pi} \int_{|t| \geqslant \sigma T}\left|\frac{f(t)}{t}\right| d t \\
& \leqslant \frac{1}{2 \pi} \int_{-T}^{T}\left|\frac{a(t)}{t}\right| d t+\frac{\|A\|_{\mathrm{TV}}}{2 \pi} \frac{c_{s}}{T^{s}}
\end{aligned}
$$

with the constant $c_{s}$ from Theorem 13.1.
It remains to combine this inequality with (15.6):

$$
|A(x)| \leqslant \frac{1}{2 \pi} \int_{-T}^{T}\left|\frac{a(t)}{t}\right| d t+\frac{\|A\|_{\mathrm{TV}}}{2 \pi} \frac{c_{s}}{T^{s}}+\frac{(s e)^{s}}{s!} L_{s}(x, T)\left(\frac{\log T}{T}\right)^{s}
$$

Since $c_{1}=c_{2}=1$, we get, in particular, that

$$
\begin{aligned}
& |A(x)| \leqslant \frac{1}{2 \pi} \int_{-T}^{T}\left|\frac{a(t)}{t}\right| d t+\frac{\|A\|_{\mathrm{TV}}}{2 \pi} \frac{1}{T}+e L_{1}(x, T) \frac{\log T}{T} \\
& |A(x)| \leqslant \frac{1}{2 \pi} \int_{-T}^{T}\left|\frac{a(t)}{t}\right| d t+\frac{\|A\|_{\mathrm{TV}}}{2 \pi} \frac{1}{T^{2}}+2 e^{2} L_{2}(x, T)\left(\frac{\log T}{T}\right)^{2}
\end{aligned}
$$

In the general case $c_{s} \leqslant s\binom{2 s}{s-1}$, and we arrive at the required inequality (15.4) with $c_{s}=c^{s}$, where $c$ is an absolute constant.

It is somewhat simpler to prove (15.2); we can follow the standard reasoning used in deriving the Berry-Esseen inequality. As a smoothing measure in (15.5), we take the probability measure $R$ with the triangular characteristic function $f(t)=$ $(1-|t|)_{+}$, that is, with the density

$$
\psi(x)=\frac{1}{2 \pi}\left(\frac{\sin (x / 2)}{x / 2}\right)^{2}
$$

and we let $\sigma=1 / T$. Then we again have (15.7), and it follows immediately that

$$
\begin{equation*}
\left\|A_{\sigma}\right\| \leqslant \frac{1}{2 \pi} \int_{-\infty}^{\infty}\left|\frac{a(t)}{t}\right| f(\sigma t) d t \leqslant \frac{1}{2 \pi} \int_{-T}^{T}\left|\frac{a(t)}{t}\right| d t \tag{15.8}
\end{equation*}
$$

On the other hand, starting from (15.5), for fixed $l>0$ we write

$$
A_{\sigma}(x)-A(x)=\int_{-l}^{l}(A(x-\sigma y)-A(x)) d R(y)+\int_{|y|>l}(A(x-\sigma y)-A(x)) d R(y)
$$

Expanding $A(x-\sigma y)$ up to the quadratic term by Taylor's formula and using the symmetry of the measure $R$, we easily see that the first integral can be estimated as follows:

$$
\left|\int_{-l}^{l}(A(x-\sigma y)-A(x)) d R(y)\right| \leqslant \int_{-l}^{l} \frac{(\sigma y)^{2}}{2} L_{2} d R(y)=\frac{l^{3}}{3} \frac{L_{2}}{T^{2}}
$$

We estimate the modulus of the second integral simply by $2 \gamma\|A\|$, where $\gamma=$ $1-R[-l, l]$. Using (15.8), we obtain the inequality

$$
\|A\| \leqslant \frac{1}{2 \pi} \int_{-T}^{T}\left|\frac{a(t)}{t}\right| d t+\frac{l^{3}}{3} \frac{L_{2}}{T^{2}}+2 \gamma\|A\|
$$

which in the case $\gamma<1 / 2$ gives the required estimate

$$
\|A\| \leqslant \frac{1}{2 \pi(1-2 \gamma)} \int_{-T}^{T}\left|\frac{a(t)}{t}\right| d t+\frac{l^{3}}{3(1-2 \gamma)} \frac{L_{2}}{T^{2}}
$$

To fix the numerical values of the constants, we put $l=3 \pi / 2$, for example. In this case

$$
\begin{aligned}
2 \gamma & =4 \int_{3 \pi / 2}^{\infty} \psi(x) d x=\frac{4}{\pi} \int_{3 \pi / 2}^{\infty} \frac{1-\cos x}{x^{2}} d x \\
& \leqslant \frac{4}{\pi} \int_{3 \pi / 2}^{5 \pi / 2} \frac{1}{x^{2}} d x+\frac{4}{\pi} \int_{5 \pi / 2}^{\infty} \frac{2}{x^{2}} d x=\frac{64}{15 \pi^{2}}=0.4323 \ldots
\end{aligned}
$$

Consequently, the inequality (15.2) holds with the constants

$$
c=\frac{1}{2 \pi(1-2 \gamma)}=0.2804 \ldots \quad \text { and } \quad c^{\prime}=\frac{l^{3}}{3(1-2 \gamma)}=\frac{9 \pi^{3}}{8(1-2 \gamma)}=61.44 \ldots
$$

## 16. Smoothing with a polynomial weight

We now return to functions of bounded variation of the form $A=F-G$ with a non-decreasing function $F$ and with smoothness-type conditions on $G$. We will be interested in a generalization of Theorem 2.1 for the Kolmogorov distance with a polynomial weight, namely, for

$$
\rho_{s}(F, G)=\sup _{x}\left(1+|x|^{s}\right)|F(x)-G(x)|
$$

where $s \geqslant 0$ is a given integer (so that $\rho_{0}=\rho$ ).
The need to study such distances comes from the importance of non-uniform estimates

$$
\begin{equation*}
|F(x)-G(x)| \leqslant \frac{c}{1+|x|^{s}}, \quad x \in \mathbb{R} \tag{16.1}
\end{equation*}
$$

where we can put $c=\rho_{s}(F, G)$. For example, the particular case $s=2$ lets us estimate the distance in the $L^{1}$-metric: integrating (16.1) over the whole real line, we obtain the relation

$$
W_{1}(F, G) \leqslant \pi \rho_{2}(F, G)
$$

It also remains valid for the distance in the $L^{p}$-metric for all $p \geqslant 1$. Note that for $p>1$ we can use (16.1) also with $s=1$, and then we get that

$$
\|F-G\|_{p} \leqslant\left(\frac{2}{p-1}\right)^{1 / p} \rho_{1}(F, G)
$$

Before estimating $\rho_{s}$ in terms of the corresponding Fourier-Stieltjes transforms of the functions $F$ and $G$, we fix in this section a general relation of the type (2.2) between the distance $\rho_{s}(F, G)$ and the $L^{\infty}$-norm of the smoothed function

$$
A_{s}(x)=x^{s}(F(x)-G(x))
$$

For this purpose, it is natural to require that $F$ and $G$ have finite absolute moments of order $s$, that is,

$$
\int_{-\infty}^{\infty}|x|^{s} d F(x)<\infty, \quad \int_{-\infty}^{\infty}|x|^{s}|d G(x)|<\infty
$$

where $|G|$ denotes the variation of $G$ as a positive measure on the real line. In this case, $A_{s}$ is a function of bounded variation, and $A_{s}(-\infty)=A_{s}(\infty)=0$.

Let us fix a distribution function $H$, put $H_{T}(x)=H(T x)$ for $T>0$, and choose an $l>0$ such that the condition $1-H([-l, l]) \leqslant 1 / 4$ is satisfied.
Lemma 16.1. Assume that a distribution function $F$ and a function $G$ of bounded variation have finite absolute moments of integer order $s \geqslant 1$ and that $G(-\infty)=0$ and $G(\infty)=1$. If $G$ is differentiable and its derivative satisfies the inequality

$$
\begin{equation*}
\sup _{x}\left(1+|x|^{s}\right)\left|G^{\prime}(x)\right| \leqslant L \tag{16.2}
\end{equation*}
$$

then for any $T \geqslant 1$

$$
\begin{equation*}
\left\|A_{0}\right\|+\left\|A_{s}\right\| \leqslant c\left(\left\|A_{0} * H_{T}\right\|+\left\|A_{s} * H_{T}\right\|+\frac{L}{T}\right) \tag{16.3}
\end{equation*}
$$

where the constant $c=c(s, l)$ depends only on $s$ and $l$.
Proof. We prove the lemma by standard but routine arguments (see [3], Chap. VI, Lemma 8). First we consider the non-polynomial case $s=0$ and derive the inequality (2.2). Letting $\sigma=1 / T$, we consider the convolution

$$
I(x) \equiv\left(A * H_{T}\right)(x)=\int_{-\infty}^{\infty} A(x-\sigma y) d H(y)=I_{0}(x)+I_{1}(x)
$$

where $A=A_{0}=F-G$ and

$$
I_{0}(x)=\int_{|y| \leqslant l} A(x-\sigma y) d H(y), \quad I_{1}(x)=\int_{|y|>l} A(x-\sigma y) d H(y)
$$

We have $\left|I_{1}(x)\right| \leqslant \gamma\|A\|$ with the coefficient $\gamma=1-H([-l, l])$. For an estimate of the first integral, the monotonicity of $F$ and the Lipschitz property of $G$ let us use the inequalities

$$
A(x-\sigma y) \geqslant A(x-\sigma l)-2 \sigma l L \quad \text { and } \quad-A(x-\sigma y) \geqslant-A(x+\sigma l)-2 \sigma l L
$$

which imply the estimate

$$
\left|I_{0}(x)\right| \geqslant(1-\gamma) \max \{A(x-\sigma l),-A(x+\sigma l)\}-2(1-\gamma) \sigma l L
$$

Since $|I(x)| \geqslant\left|I_{0}(x)\right|-\left|I_{1}(x)\right|$, we obtain

$$
\|I\| \geqslant(1-\gamma) \max \{A(x-\sigma l),-A(x+\sigma l)\}-2(1-\gamma) \sigma l L-\gamma\|A\|
$$

Taking the supremum over all $x$, we arrive at the estimate $\|I\| \geqslant(1-2 \gamma)\|A\|-$ $2(1-\gamma) \sigma l L$, that is,

$$
\|A\| \leqslant \frac{1}{1-2 \gamma}\left\|A * H_{T}\right\|+2 l \frac{1-\gamma}{1-2 \gamma} \frac{L}{T}
$$

which coincides exactly with (2.2). In particular, if $\gamma \leqslant 1 / 4$, then this estimate yields

$$
\begin{equation*}
\|A\| \leqslant 2\left\|A * H_{T}\right\|+3 l \frac{L}{T} \tag{16.4}
\end{equation*}
$$

Now let $s \geqslant 1$. Fixing an arbitrary value $\varepsilon \in(0,1 / 2]$, we choose a point $x_{0}$ such that

$$
\begin{equation*}
\left|A_{s}\left(x_{0}\right)\right| \geqslant(1-\varepsilon)\left\|A_{s}\right\| \geqslant \frac{1}{2}\left\|A_{s}\right\| \tag{16.5}
\end{equation*}
$$

Without loss of generality we can make the two assumptions

$$
\begin{equation*}
\left|x_{0}\right| \geqslant 4 s l \quad \text { and } \quad\left|A_{s}\left(x_{0}\right)\right| \geqslant 2^{s+3} \sigma l L \tag{16.6}
\end{equation*}
$$

Indeed, if the first condition fails, then by (16.4) and (16.5) we have

$$
\begin{aligned}
\left\|A_{s}\right\| \leqslant 2\left|A_{s}\left(x_{0}\right)\right| & \leqslant 2(4 s l)^{s}\left|A\left(x_{0}\right)\right| \\
& \leqslant 2(4 s l)^{s}\|A\| \leqslant 4(4 s l)^{s}\left\|A * H_{T}\right\|+6 l(4 s l)^{s} \frac{L}{T}
\end{aligned}
$$

which automatically implies (16.3), namely,

$$
\begin{equation*}
\|A\|+\left\|A_{s}\right\| \leqslant\left(2+4(4 s l)^{s}\right)\left\|A * H_{T}\right\|+\left(3 l+6 l(4 s l)^{s}\right) \frac{L}{T} \tag{16.7}
\end{equation*}
$$

If the second condition fails, then $\left\|A_{s}\right\| \leqslant 2\left|A_{s}\left(x_{0}\right)\right| \leqslant 2^{s+4} l L / T$, which gives us the similar estimate

$$
\begin{equation*}
\|A\|+\left\|A_{s}\right\| \leqslant 2\left\|A * H_{T}\right\|+\left(3+2^{s+4}\right) l \frac{L}{T} \tag{16.8}
\end{equation*}
$$

We consider a convolution analogous to the one at the beginning of the proof:

$$
I(x) \equiv\left(A_{s} * H_{T}\right)(x)=\int_{-\infty}^{\infty} A_{s}(x-\sigma y) d H(y)=I_{0}(x)+I_{1}(x)
$$

where

$$
I_{0}(x)=\int_{|y| \leqslant l} A_{s}(x-\sigma y) d H(y), \quad I_{1}(x)=\int_{|y|>l} A_{s}(x-\sigma y) d H(y)
$$

Again, $\left|I_{1}(x)\right| \leqslant \gamma\left\|A_{s}\right\|$, with $\gamma=1-H([-l, l])$, so for all $x$

$$
\begin{equation*}
\|I\| \geqslant|I(x)| \geqslant\left|I_{0}(x)\right|-\gamma\left\|A_{s}\right\| . \tag{16.9}
\end{equation*}
$$

Next we estimate $\left|I_{0}(x)\right|$ from below either at the point $x=x_{0}-\sigma l$ or at $x=x_{0}+\sigma l$, depending on the sign of $A\left(x_{0}\right)$. For definiteness we assume that $A\left(x_{0}\right)<0$.

For all $z \in\left[x_{0}-2 \sigma l, x_{0}\right]$ there exists a point $z_{0}$ in the same interval such that $G(z)=G\left(x_{0}\right)+\left(z-x_{0}\right) G^{\prime}\left(z_{0}\right)$. We have $\left|z_{0}\right| \geqslant\left|x_{0}\right|$ if $x_{0}<0$, and $z_{0} \geqslant x_{0} / 2$ if $x_{0}>0$. Indeed, in the latter case the worst variant is attained for $z_{0}=x_{0}-2 \sigma l$. But $x_{0} \geqslant 4 \sigma l$ and $\sigma \leqslant 1$, which implies that $z_{0} \geqslant x_{0} / 2$. Therefore, by the condition (16.2),

$$
\left|G(z)-G\left(x_{0}\right)\right|=\left|z-x_{0}\right|\left|G^{\prime}\left(z_{0}\right)\right| \leqslant 2 \sigma l \frac{L}{\left|z_{0}\right|^{s}} \leqslant 2^{s+1} \sigma l \frac{L}{\left|x_{0}\right|^{s}}
$$

Using the monotonicity of $F$, we get that

$$
\begin{aligned}
A(z) & =F(z)-G(z) \leqslant F\left(x_{0}\right)-G\left(x_{0}\right)+2^{s+1} \sigma l \frac{L}{\left|x_{0}\right|^{s}} \\
& =A\left(x_{0}\right)+2^{s+1} \sigma l \frac{L}{\left|x_{0}\right|^{s}}<\frac{3}{4} A\left(x_{0}\right),
\end{aligned}
$$

where we have used the second condition in (16.6) in the last step. Furthermore, the inequality $|z|^{s} \geqslant\left|x_{0}\right|^{s}$ holds in the case $x_{0}<0$, while in the case $x_{0}>0$ the first condition in (16.6) and the assumption $\sigma \leqslant 1$ give us that

$$
z^{s} \geqslant\left(x_{0}-2 \sigma l\right)^{s} \geqslant\left(x_{0}-2 l\right)^{s} \geqslant\left(1-\frac{1}{2 s}\right)^{s} x_{0}^{s} \geqslant \frac{1}{\sqrt{e}} x_{0}^{s} .
$$

In both cases $|z|^{s} \geqslant\left|x_{0}\right|^{s} / \sqrt{e}$, and hence $A_{s}(z)=z^{s} A(z)$ does not change sign in the interval $x_{0}-2 \sigma l \leqslant z \leqslant x_{0}$ and satisfies there the inequality

$$
\left|A_{s}(z)\right| \geqslant \frac{3}{4 \sqrt{e}}\left|A_{s}\left(x_{0}\right)\right|
$$

It follows that

$$
\left|I_{0}(x)\right|=\int_{|y| \leqslant l}\left|A_{s}(x-\sigma y)\right| d H(y) \geqslant(1-\gamma) \frac{3}{4 \sqrt{e}}\left|A_{s}\left(x_{0}\right)\right| \geqslant \frac{1-\gamma}{1-\varepsilon} \frac{3}{4 \sqrt{e}}\left\|A_{s}\right\|,
$$

where we used the estimate (16.5) in the last step.

Arguing similarly, we can show that these inequalities hold also in the case $A\left(x_{0}\right)>0$ for the point $x=x_{0}+\sigma l$ and the interval $x_{0} \leqslant z \leqslant x_{0}+2 \sigma l$. Therefore, letting $\varepsilon$ tend to zero, we arrive in both cases at the same estimate

$$
\left|I_{0}(x)\right| \geqslant \frac{3}{4 \sqrt{e}}(1-\gamma)\left\|A_{s}\right\|
$$

Using it in (16.9), we obtain

$$
\|I\| \geqslant\left(\frac{3}{4 \sqrt{e}}(1-\gamma)-\gamma\right)\left\|A_{s}\right\| \geqslant 0.091\left\|A_{s}\right\|
$$

where in the last inequality we assume that $\gamma \leqslant 1 / 4$. Consequently, in this case $\left\|A_{s}\right\| \leqslant 11\|I\|=11\left\|A_{s} * H_{T}\right\|$, and in view of (16.4) we have

$$
\|A\|+\left\|A_{s}\right\| \leqslant 2\left\|A * H_{T}\right\|+11\left\|A_{s} * H_{T}\right\|+3 l \frac{L}{T}
$$

By (16.7) and (16.8), we obtain (16.3), and Lemma 16.1 is proved.

## 17. General non-uniform estimates

The right-hand side of the inequality (16.3) in Lemma 16.1 can be estimated further in terms of the Fourier-Stieltjes transforms of the functions $F$ and $G$. In this step we can consider broader classes of functions.

Let $A$ be a function of bounded variation with finite absolute moment of integer order $s \geqslant 1$ (for the variation $|A|$, regarded as a measure on the line), and with $A(-\infty)=A(\infty)=0$. In this case, the corresponding Fourier-Stieltjes transform

$$
a(t)=\int_{-\infty}^{\infty} e^{i t x} d A(x)=-i t \int_{-\infty}^{\infty} e^{i t x} A(x) d x
$$

has $s$ continuous derivatives, and the function

$$
A_{s}(x)=x^{s} A(x)
$$

also has bounded variation, with $A_{s}(-\infty)=A_{s}(\infty)=0$.
Theorem 17.1. For each distribution function $H$ with characteristic function $h$,

$$
\begin{equation*}
\left\|A_{s} * H\right\| \leqslant \frac{2}{\pi} \sup _{x \in \mathbb{R}, \kappa \geqslant 1}\left|\int_{-\infty}^{\infty} e^{-i t x} \frac{a^{(s)}(t)}{t} h(\kappa t) d t\right| \tag{17.1}
\end{equation*}
$$

In particular, in the absence of any smoothing (or when $H$ is a unit weight at zero, with $h(t)=1$ ), we have

$$
\begin{equation*}
\left\|A_{s}\right\| \leqslant \frac{2}{\pi} \sup _{x}\left|\int_{-\infty}^{\infty} e^{-i t x} \frac{a^{(s)}(t)}{t} d t\right| \tag{17.2}
\end{equation*}
$$

However, as in the ordinary Berry-Esseen inequality, smoothing reduces the problem of estimating $\left\|A_{s}\right\|$ to the problem of estimating $a^{(s)}(t)$ on an interval $|t| \leqslant T$ with an error of order $1 / T$.

The integrals in (17.1) and (17.2) are always finite, but they are understood in the sense of their principal values, as limits of the integrals over the set $\varepsilon<$ $|t|<T$ as $\varepsilon \downarrow 0$ and $T \uparrow \infty$. Here we can use the following variant of inversion for Fourier-Stieltjes transforms: if $B$ is a function of bounded variation with the Fourier-Stieltjes transform $b$, then for all $x$

$$
\begin{equation*}
\frac{1}{\pi} \lim _{\varepsilon \downarrow 0, T \uparrow \infty} \int_{\varepsilon<|t|<T} \frac{e^{-i t x}}{-i t} b(t) d t=\int_{-\infty}^{\infty}\left(1_{\{y<x\}}-1_{\{y>x\}}\right) d B(y) \tag{17.3}
\end{equation*}
$$

If $B$ is right-continuous and $B(-\infty)=0$ (which is always assumed), then the integrals on the right-hand side of (17.3) are connected with the $L^{\infty}$-norm of the function $B$ as follows:

$$
\begin{equation*}
\|B\| \leqslant \sup _{x}\left|\int_{-\infty}^{\infty}\left(1_{\{y<x\}}-1_{\{y>x\}}\right) d B(y)\right| \leqslant 3\|B\| . \tag{17.4}
\end{equation*}
$$

Indeed, we denote these integrals by $I(x)$ and let $M=\sup _{x}|I(x)|$. Letting $x$ tend to infinity, we arrive at the estimate $M \geqslant|B(\infty)|$. Since $2 B(x)=B(\infty)+I(x)$ at each point $x$ at which $B$ is continuous, we immediately obtain $|B(x)| \leqslant M$, that is, the left-hand inequality in (17.4). Moreover, $|I(x)| \leqslant 2|B(x)|+|B(\infty)| \leqslant 3\|B\|$, which yields the right-hand inequality.

To prove the theorem we need two elementary equalities.
Lemma 17.2. For $s \geqslant 1$ the function $A_{s}$ has the Fourier-Stieltjes transform

$$
\begin{equation*}
a_{s}(t)=i^{-s} t\left(\frac{a(t)}{t}\right)^{(s)}=i^{-s} \int_{0}^{1}\left(a^{(s)}(t)-a^{(s)}(\eta t)\right) d \eta^{s}, \quad t \neq 0 \tag{17.5}
\end{equation*}
$$

Proof. The first relation (which is also true for $s=0$ ) can be obtained if we differentiate the equality $\frac{a(t)}{i t}=-\int_{-\infty}^{\infty} e^{i t x} A(x) d x s$ times with respect to $t$ and then integrate by parts:

$$
\left(\frac{a(t)}{i t}\right)^{(s)}=-i^{s} \int_{-\infty}^{\infty} e^{i t x} A_{s}(x) d x=\frac{i^{s}}{i t} \int_{-\infty}^{\infty} e^{i t x} d A_{s}(x)=\frac{i^{s}}{i t} a_{s}(t)
$$

However, this argument is not quite rigorous, because $A_{s}$ is not necessarily Lebesgue integrable. But the function $A_{s-1}$ is integrable, therefore

$$
\begin{equation*}
\left(\frac{a(t)}{i t}\right)^{(s-1)}=-i^{s-1} \int_{-\infty}^{\infty} e^{i t x} A_{s-1}(x) d x, \quad t \neq 0 \tag{17.6}
\end{equation*}
$$

Since $d A_{s}(x)=x^{s} d A(x)+s A_{s-1}(x) d x$, we have another identity:

$$
\int_{-\infty}^{\infty} e^{i t x} d A_{s}(x)=\int_{-\infty}^{\infty} e^{i t x} x^{s} d A(x)+s \int_{-\infty}^{\infty} e^{i t x} A_{s-1}(x) d x
$$

that is, by (17.6),

$$
a_{s}(t)=i^{-s}\left[a^{(s)}(t)-s\left(\frac{a(t)}{t}\right)^{(s-1)}\right]
$$

Thus, it remains to establish the equality $a^{(s)}(t)-s(a(t) / t)^{(s-1)}=t(a(t) / t)^{(s)}$, or, what is the same in terms of $v(t)=a(t) / t$, the equality

$$
(t v(t))^{(s)}=t v^{(s)}(t)+s v^{(s-1)}(t)
$$

which is obvious.
The second relation in (17.5) follows from the identity

$$
\begin{equation*}
\left(\frac{a(t)}{t}\right)^{(s)}=\frac{1}{t} \int_{0}^{1}\left(a^{(s)}(t)-a^{(s)}(\eta t)\right) d \eta^{s}, \quad t \neq 0 \tag{17.7}
\end{equation*}
$$

which is valid for any function $a$ that is continuously differentiable $s$ times and satisfies $a(0)=0$. Without loss of generality we can assume here that $a$ has $s+1$ continuous derivatives. Then (17.7) is obtained if we differentiate the equality $\frac{a(t)}{t}=\int_{0}^{1} a^{\prime}(\eta t) d \eta s$ times and then integrate by parts.

Let us now pass to the proof of Theorem 17.1. Applying (17.3)-(17.5) to the function $A_{s} * H$ with Fourier-Stieltjes transform $a_{s}(t) h(t)$, we see that

$$
\begin{equation*}
\left\|A_{s} * H\right\| \leqslant \frac{1}{\pi} \sup _{x}\left|\int_{-\infty}^{\infty} e^{-i t x} h(t)\left[\int_{0}^{1} \frac{a^{(s)}(t)-a^{(s)}(\eta t)}{t} d \eta^{s}\right] d t\right| \tag{17.8}
\end{equation*}
$$

We verify that we can change the order of integration on the right-hand side; this would follow from the fact that

$$
\delta_{0}\left(\varepsilon, \varepsilon^{\prime}\right) \equiv \int_{\varepsilon^{\prime}<|t|<\varepsilon} e^{-i t x} h(t)\left[\int_{0}^{1} \frac{a^{(s)}(\eta t)}{t} d \eta^{s}\right] d t \rightarrow 0, \quad 0<\varepsilon^{\prime}<\varepsilon, \quad \varepsilon \rightarrow 0
$$

and

$$
\delta_{1}\left(T, T^{\prime}\right) \equiv \int_{T<|t|<T^{\prime}} e^{-i t x} h(t)\left[\int_{0}^{1} \frac{a^{(s)}(\eta t)}{t} d \eta^{s}\right] d t \rightarrow 0, \quad T<T^{\prime}, \quad T \rightarrow \infty
$$

For any $\eta \in(0,1)$ the function $t \mapsto a^{(s)}(\eta t) h(t)$ is, up to the factor $i^{s}$, the Fourier-Stieltjes transform of the convolution $V_{\eta}(x)=B(x / \eta) * H(x)$, where $B(x)=\int_{-\infty}^{x} y^{s} d A(y)$. Hence, introducing the function $\psi(t)=\int_{0}^{t} \frac{\sin u}{u} d u$ and letting $V=V_{1}$, we obtain

$$
\begin{aligned}
\delta_{1}\left(T, T^{\prime}\right) & =\int_{0}^{1}\left[\int_{T<|t|<T^{\prime}} e^{-i t x} h(t) \frac{a^{(s)}(\eta t)}{t} d t\right] d \eta^{s} \\
& =\int_{0}^{1}\left[\int_{-\infty}^{\infty} \int_{T<|t|<T^{\prime}} \frac{e^{i t(y-x)}}{t} d t d V_{\eta}(y)\right] d \eta^{s} \\
& =2 i \int_{0}^{1} \int_{-\infty}^{\infty}\left(\psi\left(T^{\prime}(y-x)\right)-\psi(T(y-x))\right) d V_{\eta}(y) d \eta^{s} \\
& =2 i \int_{0}^{1} \int_{-\infty}^{\infty} u(y, \eta) d V(y) d \eta^{s}
\end{aligned}
$$

where

$$
u(y, \eta)=\psi\left(T^{\prime}(\eta y-x)\right)-\psi(T(\eta y-x))
$$

Since $|\psi| \leqslant C, \psi(t) \rightarrow \pi / 2$ as $t \rightarrow \infty$, and $\psi(t) \rightarrow-\pi / 2$ as $t \rightarrow-\infty$, the modulus of the function $u$ is bounded by the absolute constant $2 C$ uniformly over all $T^{\prime}>T>0$, and $u(y, \eta) \rightarrow 0$ as $T \rightarrow \infty$ for any $y$ and $\eta$. Consequently, by the Lebesgue dominated convergence theorem we have $\delta_{1}\left(T, T^{\prime}\right) \rightarrow 0$. A similar argument proves that also $\delta_{0}\left(\varepsilon, \varepsilon^{\prime}\right) \rightarrow 0$ as $\varepsilon \rightarrow 0$.

Finally, changing the order of integration, we can conclude that the expression under the supremum sign on the right-hand side of (17.8) does not exceed the quantity

$$
\left|\int_{-\infty}^{\infty} e^{-i t x} h(t) \frac{a^{(s)}(t)}{t} d t\right|+\sup _{0<\eta<1}\left|\int_{-\infty}^{\infty} e^{-i t x} h(t) \frac{a^{(s)}(\eta t)}{t} d t\right|,
$$

which implies the required inequality (17.1). Theorem 17.1 is proved.
Remark 17.3. For $s=0$ Theorem 17.1 remains valid, and without the condition $A(\infty)=0$. Furthermore, the inequality (17.1) can be improved. Indeed, applying (17.3) and then the left-hand inequality in (17.4) with $B=A * H$ and $b=a h$, we obtain

$$
\begin{equation*}
\|A * H\| \leqslant \frac{1}{\pi} \sup _{x}\left|\int_{-\infty}^{\infty} e^{-i t x} \frac{a(t)}{t} h(t) d t\right| \tag{17.9}
\end{equation*}
$$

If $A(\infty)=0$, then the factor $1 / \pi$ can be replaced by $1 /(2 \pi)$. In this case $B(\infty)=0$, and thus (17.3) implies the identity

$$
\frac{1}{\pi} \sup _{x}\left|\int_{-\infty}^{\infty} \frac{e^{-i t x}}{t} b(t) d t\right|=2\|B\|
$$

Returning to the 'non-smoothed' variant (17.2), we make another remark. Since up to the factor $i^{s}$ the derivative $a^{(s)}$ is the Fourier-Stieltjes transform of the function $B(x)=\int_{-\infty}^{x} y^{s} d A(y)$, the modulus of the integral on the right-hand side of (17.2) coincides by (17.3) with

$$
\pi\left|\int_{-\infty}^{\infty}\left(1_{\{y<x\}}-1_{\{y>x\}}\right) y^{s} d A(y)\right|
$$

Therefore, in view of the right-hand inequality in (17.4), (17.2) implies the estimate

$$
\sup _{x}\left|x^{s} A(x)\right| \leqslant 6 \sup _{x}\left|\int_{-\infty}^{x} y^{s} d A(y)\right|
$$

which does not involve Fourier-Stieltjes transforms. By (17.4), this estimate is equivalent to (17.2) up to an absolute multiplicative constant.

## 18. Non-uniform estimates for distribution functions

Now we return to Lemma 16.1 and apply Theorem 17.1 and the inequality (17.9) with $A=F-G$ and the smoothing distribution function $H(T x)$ (instead of $H$ ). Then we arrive at a non-uniform estimate, that is, an estimate for the distance

$$
\rho_{s}(F, G)=\sup _{x}\left(1+|x|^{s}\right)|F(x)-G(x)|
$$

in terms of the Fourier-Stieltjes transforms

$$
f(t)=\int_{-\infty}^{\infty} e^{i t x} d F(x) \quad \text { and } \quad g(t)=\int_{-\infty}^{\infty} e^{i t x} d G(x), \quad t \in \mathbb{R}
$$

We assume that the distribution function $F$ and the function $G$ of bounded variation have finite absolute moments of integer order $s \geqslant 1$ and that $G(-\infty)=0$ and $G(\infty)=1$.

Theorem 18.1. If $G$ is differentiable and satisfies the inequality

$$
\sup _{x}\left(1+|x|^{s}\right)\left|G^{\prime}(x)\right| \leqslant L
$$

then for any characteristic function $h$ and all $T \geqslant 1$

$$
\begin{align*}
c_{s} \rho_{s}(F, G) \leqslant \sup _{x \in \mathbb{R}} & \left|\int_{-\infty}^{\infty} e^{-i t x} \frac{f(t)-g(t)}{t} h\left(\frac{t}{T}\right) d t\right| \\
& +\sup _{x \in \mathbb{R}, \kappa \geqslant 1}\left|\int_{-\infty}^{\infty} e^{-i t x} \frac{f^{(s)}(t)-g^{(s)}(t)}{t} h\left(\frac{\kappa t}{T}\right) d t\right|+\frac{L}{T} \tag{18.1}
\end{align*}
$$

with some constant $c_{s}>0$ depending on $s$ and $h$.
In particular, using the canonical kernel $h(t)=(1-|t|)_{+}$and taking into account that $\kappa \geqslant 1$ under the second supremum sign in (18.1), we get that

$$
\begin{equation*}
c_{s} \rho_{s}(F, G) \leqslant \int_{-T}^{T}\left|\frac{f(t)-g(t)}{t}\right| d t+\int_{-T}^{T}\left|\frac{f^{(s)}(t)-g^{(s)}(t)}{t}\right| d t+\frac{L}{T} \tag{18.2}
\end{equation*}
$$

Without using the second identity in Lemma 17.2, we would arrive at a similar estimate

$$
\begin{equation*}
c_{s} \rho_{s}(F, G) \leqslant \int_{-T}^{T}\left|\frac{f(t)-g(t)}{t}\right| d t+\int_{-T}^{T}\left|\frac{d^{s}}{d t^{s}} \frac{f(t)-g(t)}{t}\right| d t+\frac{L}{T} \tag{18.3}
\end{equation*}
$$

which the reader can find, for example, in Petrov's book [3].
It makes sense to use (18.2) and (18.3) in the case when $F$ and $G$ have finite absolute moments of order $s+1$, and

$$
\int_{-\infty}^{\infty} x^{p} d F(x)=\int_{-\infty}^{\infty} x^{p} d G(x), \quad p=1, \ldots, s
$$

In this case $\left|f^{(s)}(t)-g^{(s)}(t)\right|=O(|t|)$ as $t \rightarrow 0$, so that the integrals on the right-hand sides of these inequalities are finite. But if only the moments of $F$ and $G$ of orders $\leqslant s-1$ are equal, then we need additional arguments, which, furthermore, can also be based on the smoothing inequality (18.1).

We assume, for example, that for the derivatives of $f$ and $g$ of order $s$ there is a decomposition of the form

$$
\begin{equation*}
f^{(s)}(t)-g^{(s)}(t)=u(t)+v(t) \tag{18.4}
\end{equation*}
$$

where $v$ is the Fourier-Stieltjes transform of a function $V$ of bounded variation such that $V(-\infty)=0$ but not necessarily $V(\infty)=0$. If it is known that the norm $\|V\|$ is small (preferably of order $1 / T$ ) and $u(t)=t w(t) O(1 / T)$ on the interval $[-T, T]$ for some integrable function $w$, then the following application of Theorem 18.1 can be useful.

Corollary 18.2. Let the conditions of Theorem 18.1 hold, and assume (18.4). Then

$$
\begin{equation*}
c_{s} \rho_{s}(F, G) \leqslant \int_{-T}^{T}\left|\frac{f(t)-g(t)}{t}\right| d t+\int_{-T}^{T}\left|\frac{u(t)}{t}\right| d t+\|V\|+\frac{L}{T} \tag{18.5}
\end{equation*}
$$

for all $T \geqslant 1$, where $c_{s}>0$ is a constant depending only on $s$.
To derive this inequality on the basis of (18.1), we only need to estimate the integrals

$$
I=\int_{-\infty}^{\infty} e^{-i t x} \frac{v(t)}{t} h\left(\frac{\kappa t}{T}\right) d t, \quad \text { where } \quad h(t)=(1-|t|)_{+},
$$

uniformly over all $x$ and $\kappa$. Let us denote the corresponding distribution function by $H$ and put $H_{q}(x)=H(q x)$. Then by (17.3) and the upper estimate in (17.4) we have

$$
|I|=\pi\left|\int_{-\infty}^{\infty}\left(1_{\{y<x\}}-1_{\{y>x\}}\right) d\left(V * H_{T / \kappa}\right)(y)\right| \leqslant 3 \pi\left\|V * H_{T / \kappa}\right\| \leqslant 3 \pi\|V\|
$$

(the last inequality in this chain holds because the convolution with any distribution function does not increase the $L^{\infty}$-norm of a given function of bounded variation). As a result, we obtain (18.5).

To illustrate the decomposition (18.4), we assume that $F$ is a convolution of probability distributions $F_{k}(1 \leqslant k \leqslant n)$ with characteristic functions $f_{k}$ such that the $F_{k}$ have zero means, variances $\sigma_{k}^{2}$ with $\sum_{k=1}^{n} \sigma_{k}^{2}=1$, and finite moments $\beta_{s, k}$ of order $s \geqslant 3$. Then $F$ has the characteristic function $f(t)=f_{1}(t) \cdots f_{n}(t)$. As $G$ we can take the standard normal distribution function $\Phi$ or, better, the 'corrected' normal function from the Edgeworth expansion of order $s$ (which is not necessarily monotone). Then we can let

$$
v(t)=\sum_{k=1}^{n} f_{1}(t) \cdots f_{k-1}(t) f_{k}^{(s)}(t) f_{k+1}(t) \cdots f_{n}(t)
$$

Obviously, the corresponding function $V$ of bounded variation has norm

$$
\|V\| \leqslant \sum_{k=1}^{n} \sup _{x}\left|\int_{-\infty}^{x} y^{s} d F_{k}(y)\right| \leqslant \sum_{k=1}^{n} \beta_{s, k} \equiv L_{s}
$$

that is, this norm can be estimated by the Lyapunov fraction $L_{s}$ of order $s$. It can be shown that for $s=3$ the second component $u(t)=f^{(3)}(t)-g^{(3)}(t)-v(t)$ of the decomposition (18.4) can be estimated by a similar fraction with coefficient
$O\left(|t| e^{-t^{2} / 6}\right)$ on the interval $|t| \leqslant T$, where $T=1 / L_{3}$. Thus, in this case the use of (18.5) yields a well-known estimate of the form

$$
\begin{equation*}
\rho_{3}(F, \Phi) \leqslant c L_{3} \tag{18.6}
\end{equation*}
$$

with an absolute constant $c$. (Under additional assumptions about the behaviour of $f_{k}(t)$ for large $t$, similar estimates $\rho_{s}(F, G) \leqslant c_{s} L_{s}$ are valid for $s \geqslant 4$.)

For non-uniform estimates in the central limit theorem, Pinelis [43] (see also [44]) recently called attention to the possibility of such an approach connected with the selection of the 'bad' component $v(t)$ in the decomposition (18.4). He proposed a new proof of (18.6) for convolution powers (distributions of sums of independent identically distributed random variables), based on Bohman-Prawitz-Vaaler-type smoothing inequalities

$$
\begin{align*}
F(x) & \leqslant \frac{1}{2}+\frac{1}{2 \pi} \int_{-\infty}^{\infty} \frac{e^{-i t x}}{-i t} f(t) h\left(\frac{t}{T}\right) d t \\
F(x-) & \geqslant \frac{1}{2}+\frac{1}{2 \pi} \int_{-\infty}^{\infty} \frac{e^{-i t x}}{-i t} f(t) h\left(-\frac{t}{T}\right) d t
\end{align*}
$$

which are valid in the class of all distribution functions $F$ with characteristic functions $f$. In such inequalities the functions $h$ (the so-called smoothing kernels), which are Fourier-Stieltjes transforms of signed measures, must have a special structure. In applications, they are chosen to have support in the interval $[-1,1]$, so that the integrals in (18.7) are taken over the interval $[-T, T]$. For example, the Prawitz kernel is given by the formula

$$
h(t)=(1-|t|) \pi t \cot (\pi t)+|t|-i(1-|t|) \pi t, \quad|t|<1
$$

(see [45]). Following Bohman [46], Pinelis described a broad class of functions $h$ satisfying (18.7). If $F$ has a finite absolute moment of some order $s$ and $h$ has $s$ continuous derivatives, then it was shown in [43] that for all $x \geqslant 0$

$$
\begin{aligned}
x^{s}(1-F(x)) & \leqslant \frac{(-i)^{s}}{2 \pi} \int_{-\infty}^{\infty} e^{-i t x} \frac{d^{s}}{d t^{s}} \frac{f(t) h(-t / T)-1}{i t} d t \\
x^{s}(1-F(x-)) & \geqslant \frac{(-i)^{s}}{2 \pi} \int_{-\infty}^{\infty} e^{-i t x} \frac{d^{s}}{d t^{s}} \frac{f(t) h(t / T)-1}{i t} d t
\end{aligned}
$$

which can be regarded as an analogue of Theorem 18.1. Other interesting applications of inequalities like (18.7) and related extremum problems in Fourier analysis were discussed by Vaaler in [47].

We note that the use of inequalities like (18.7) enables one to avoid the problem of comparing the distances between the initial and the smoothed probability distributions and can lead to the improvement of a number of results (for example, on the choice of absolute constants). On the other hand, the scope of application of (18.7) is limited to the class of monotone functions $G$ playing the role of approximations of $F$, in contrast to more general inequalities like (18.1) and (18.5).

## 19. Lower estimates for the Kolmogorov distance

In conclusion, we consider the opposite problem, that is, estimating the Kolmogorov distance between distribution functions from below in terms of the corresponding characteristic functions. Since approximations of a given distribution function by functions which are not necessarily monotone are of interest in some problems, it makes sense to consider a wider class of functions $A$ of bounded variation and to estimate the $L^{\infty}$-norm $\|A\|$ from below in terms of the Fourier-Stieltjes transforms

$$
a(t)=\int_{-\infty}^{\infty} e^{i t x} d A(x)
$$

We assume that $A(-\infty)=A(\infty)=0$.
First we present one popular estimate (see [13], [48], [3]).
Theorem 19.1.

$$
\begin{equation*}
\|A\| \geqslant \frac{1}{2 \sqrt{2 \pi}}\left|\int_{-\infty}^{\infty} a(t) e^{-t^{2} / 2} d t\right| \tag{19.1}
\end{equation*}
$$

If the behavior of the function $a(t)$ is known only in a neighbourhood of zero, then the following theorem (which has apparently not been mentioned in the literature) may be preferable.

Theorem 19.2. For any $T>0$

$$
\begin{equation*}
\|A\| \geqslant \frac{1}{3 T}\left|\int_{0}^{T} a(t)\left(1-\frac{t}{T}\right) d t\right| \tag{19.2}
\end{equation*}
$$

A standard approach to estimates of this kind is based on Plancherel's theorem, that is, on the identity

$$
\begin{equation*}
\int_{-\infty}^{\infty} v(t) w(t) d t=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \mathscr{P} v(x) \overline{\mathscr{P}} \bar{w}(x) d x, \quad v, w \in L^{2}(\mathbb{R}) \tag{19.3}
\end{equation*}
$$

where $\mathscr{P} v=\widehat{v}$ denotes the Fourier transform of the function $v$. If the function $a(t) / t$ is integrable, then by the inversion formula

$$
A(x)=-\frac{1}{2 \pi} \int_{-\infty}^{\infty} e^{-i t x} \frac{a(t)}{i t} d t
$$

In other words $A(-x)$ is the Fourier transform of the function $v(t)=-\frac{1}{2 \pi i} \frac{u(t)}{t}$. If also $v \in L^{2}$, then (19.3) assumes the form

$$
\int_{-\infty}^{\infty} \frac{a(t)}{t} w(t) d t=-i \int_{-\infty}^{\infty} A(-x) \overline{\mathscr{P}} \bar{w}(x) d x=-i \int_{-\infty}^{\infty} A(x) \mathscr{P} w(x) d x
$$

This immediately implies the general estimate

$$
\begin{equation*}
\left|\int_{-\infty}^{\infty} \frac{a(t)}{t} w(t) d t\right| \leqslant\|A\| \int_{-\infty}^{\infty}|\mathscr{P} w(x)| d x \tag{19.4}
\end{equation*}
$$

For example, the particular case $w(t)=t e^{-t^{2} / 2}$ yields (19.1). Additional assumptions about $a(t)$ in this inequality, as well as in (19.2), can easily be dropped. To derive (19.2), we apply (19.4) to $w(t)=(t / T)(1-t / T)_{+} 1_{(0, \infty)}(t)$. We first put $T=1$. Then for all $x \neq 0$ we have

$$
\mathscr{P} w(x)=\int_{0}^{1} e^{i t x} t(1-t) d t=\frac{-e^{i x}-1}{x^{2}}+\frac{2\left(e^{i x}-1\right)}{i x^{3}}=\frac{q(x)}{x^{3}},
$$

where $q(x)=-x e^{i x}-2 i e^{i x}-x+2 i$. This implies the inequalities $|q(x)| \leqslant 2|x|+4$ and $\left|\mathscr{P}_{w}(x)\right| \leqslant(2|x|+4) /|x|^{3}$. On the other hand,

$$
|\mathscr{P} w(x)| \leqslant \int_{0}^{1} t(1-t) d t=\frac{1}{6}
$$

and hence

$$
\begin{aligned}
\int_{-\infty}^{\infty}\left|\mathscr{P}_{w}(x)\right| d x & =2 \int_{0}^{4}|\mathscr{P} w(x)| d x+2 \int_{4}^{\infty}\left|\mathscr{P}_{w}(x)\right| d x \\
& \leqslant \frac{4}{3}+2 \int_{4}^{\infty} \frac{2 x+4}{x^{3}} d x=\frac{17}{6}<3
\end{aligned}
$$

In the general case, $\mathscr{P}_{w_{T}}(x)=T \cdot(\mathscr{P} w)(T x)$ for $w_{T}(x)=w(t / T)$, so that

$$
\int_{-\infty}^{\infty}\left|\mathscr{P} w_{T}(x)\right| d x=\int_{-\infty}^{\infty}|\mathscr{P} w(x)| d x<3
$$

Thus, the use of $w=w_{T}$ in (19.4) proves (19.2).
We also note that, applying (19.4) to the different function

$$
w(t)=\frac{t}{T}\left(1-\frac{|t|}{T}\right)_{+}
$$

we would obtain the analogous inequality

$$
\|A\| \geqslant \frac{1}{3.5 T}\left|\int_{-T}^{T} a(t)\left(1-\frac{|t|}{T}\right) d t\right|
$$

## 20. Estimates in the central limit theorem

Let $F_{n}(x)=\mathrm{P}\left\{Z_{n} \leqslant x\right\}$ be the distribution function of the normalized sum

$$
Z_{n}=\frac{1}{\sqrt{n}}\left(X_{1}+\cdots+X_{n}\right)
$$

of independent identically distributed random variables $X_{1}, \ldots, X_{n}$ such that $\mathrm{E} X_{1}=0$ and $\mathrm{E} X_{1}^{2}=1$. According to the central limit theorem, as $n$ increases, $F_{n}(x)$ converges to the standard normal distribution function

$$
\Phi(x)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{x} e^{-y^{2} / 2} d y
$$

How close $F_{n}$ is to $\Phi$ in a given metric $d$ depends on the initial distribution of the sample, that is, on the distribution of $X_{1}$. Nevertheless, for the classical metrics giving weak convergence the rate of convergence of the distance $d\left(F_{n}, \Phi\right)$ to zero is at least $c / \sqrt{n}$ under sufficiently broad assumptions.

To establish results of this kind, it suffices to compare the characteristic functions

$$
f_{n}(t)=\int_{-\infty}^{\infty} e^{i t x} d F_{n}(x)=f_{1}\left(\frac{t}{\sqrt{n}}\right)^{n} \quad \text { and } \quad g(t)=\int_{-\infty}^{\infty} e^{i t x} d \Phi(x)=e^{-t^{2} / 2}
$$

and use the corresponding smoothing inequalities. If the third absolute moment $\beta_{3}=\mathrm{E}\left|X_{1}\right|^{3}$ is finite, then it is not difficult to expand $f_{1}(t)$ by Taylor's formula in a neighbourhood of zero (up to the cubic term) and, as a consequence, to obtain an estimate of the form

$$
\begin{equation*}
\left|f_{n}(t)-g(t)\right| \leqslant c \frac{\beta_{3}}{\sqrt{n}}|t|^{3} e^{-t^{2} / 4}, \quad|t| \leqslant \frac{\sqrt{n}}{\beta_{3}} \tag{20.1}
\end{equation*}
$$

with some absolute constant $c>0$. A similar relation also holds for the first three derivatives. More precisely, in the same interval

$$
\begin{equation*}
\left|f_{n}^{(s)}(t)-g^{(s)}(t)\right| \leqslant c \frac{\beta_{3}}{\sqrt{n}}|t|^{3-s} e^{-t^{2} / 4}, \quad s=0,1,2,3 \tag{20.2}
\end{equation*}
$$

20.1. Kolmogorov and Lévy distances in the $\boldsymbol{L}^{\boldsymbol{p}}$-metric. Use of the estimate (20.1) in Theorem 2.1 with $T=\sqrt{n} / \beta_{3}$ yields the classical Berry-Esseen theorem for the Kolmogorov distance.
Theorem 20.1. The inequality

$$
\begin{equation*}
\rho\left(F_{n}, \Phi\right) \leqslant c \frac{\beta_{3}}{\sqrt{n}} \tag{20.3}
\end{equation*}
$$

holds with some absolute constant $c>0$.
The value of the best constant $c$ in this inequality is unknown. It is known only that $0.4097<c<0.4690$ (see [49]). A similar statement also holds for the Lévy distance, since $L(F, \Phi) \leqslant \rho(F, \Phi) \leqslant(1+1 / \sqrt{2 \pi}) L(F, \Phi)$ in the general case.

But if the third absolute moment $\beta_{3}$ is infinite, then the rate of convergence to the normal law can be arbitrarily slow. As Matskyavichyus [48] showed using the lower estimate (19.1), for any numerical sequence $\varepsilon_{n} \rightarrow 0$ (as $n \rightarrow \infty$ ) one can choose a common distribution of random variables $X_{1}, X_{2}, \ldots$ with zero mean and unit variance such that for all sufficiently large $n$

$$
\rho\left(F_{n}, \Phi\right) \geqslant \varepsilon_{n} .
$$

On the other hand, (20.3) can be strengthened in terms of the Kolmogorov distance with a polynomial weight. If in the Berry-Esseen-type inequality (18.2) we use (20.2) with $s=2$ and the same parameter $T=\sqrt{n} / \beta_{3}$, then an estimate due to Meshalkin and Rogozin [50] is obtained:

$$
\begin{equation*}
\left|F_{n}(x)-\Phi(x)\right| \leqslant c \frac{\beta_{3}}{\left(1+x^{2}\right) \sqrt{n}} . \tag{20.4}
\end{equation*}
$$

In fact, there is an even stronger statement, proved by Nagaev using exponential estimates and additional constructions like truncation (see [51], [52], [2]).

Theorem 20.2. For all $x \in \mathbb{R}$ the inequality

$$
\begin{equation*}
\left|F_{n}(x)-\Phi(x)\right| \leqslant c \frac{\beta_{3}}{\left(1+|x|^{3}\right) \sqrt{n}} \tag{20.5}
\end{equation*}
$$

holds with some absolute constant $c>0$.
Nagaev's approach has been further developed in many investigations, including [53]-[57], where ways of refining the constant $c$ in (20.5) were also studied. As we mentioned above in our discussion of Pinelis' alternative approach [43], [44], this inequality can also be obtained with the help of Corollary 18.2 with the function

$$
v(t)=\frac{1}{\sqrt{n}} f_{1}\left(\frac{t}{\sqrt{n}}\right)^{n-1} f_{1}^{\prime \prime \prime}\left(\frac{t}{\sqrt{n}}\right)
$$

which plays the role of the singular ('bad') component of the decomposition (18.4) for the third derivative $f_{n}^{\prime \prime \prime}(t)$.

We also note that the inequalities (20.4) and (20.5) immediately yield upper estimates for the distance in the $L^{p}$-metric:

$$
\left\|F_{n}-\Phi\right\|_{p} \leqslant c \frac{\beta_{3}}{\sqrt{n}}, \quad p \geqslant 1 .
$$

In particular, for $p=1$ we arrive at Esseen's inequality for the mean distance, which can also be derived on the basis of Theorem 8.2 (or Corollary 8.3).
20.2. Lévy-Prokhorov distance. The non-uniform estimate (20.5) does not suffice for studying the rate of convergence in other metrics on its basis, and thus other smoothing inequalities are needed. If we use (20.2) with $s=1$ in Theorem 6.1 with $T=\sqrt{n} / \beta_{3}$, then we arrive at a theorem of Yurinskii [16] which strengthens Theorem 20.1.

Theorem 20.3. The inequality

$$
\pi\left(F_{n}, \Phi\right) \leqslant c \frac{\beta_{3}}{\sqrt{n}}
$$

holds with an absolute constant $c>0$.
This also holds for sums of identically distributed random vectors in $\mathbb{R}^{k}$ with a constant $c$ depending only on the dimension $k$.
20.3. Zolotarev distances. For convenience we write $\zeta_{s}(X, Y)$ instead of $\zeta_{s}(F, G)$ if the random variables $X$ and $Y$ have distributions $F$ and $G$, respectively $(s=1,2, \ldots)$. We mention two simple but important properties of these ideal metrics:

1) $\zeta_{s}(\lambda X, \lambda Y)=\lambda^{s} \zeta_{s}(X, Y)$ for all $\lambda \geqslant 0$ (homogeneity of order $s$ );
2) $\zeta_{s}\left(X+X^{\prime}, Y+Y^{\prime}\right) \leqslant \zeta_{s}(X, Y)+\zeta_{s}\left(X^{\prime}, Y^{\prime}\right)$ if the random variables $X$ and $X^{\prime}$ are independent and $Y$ and $Y^{\prime}$ are also independent (semi-additivity).

Under the assumptions of the central limit theorem with finite third moment, we immediately obtain the following theorem of Zolotarev.

## Theorem 20.4.

$$
\zeta_{3}\left(F_{n}, \Phi\right) \leqslant \frac{1}{\sqrt{n}} \zeta_{3}\left(F_{1}, \Phi\right) .
$$

Rather interestingly, the desired rate of order $1 / \sqrt{n}$ is ensured by the above properties 1) and 2) of the metric $\zeta_{3}$. In a more general case the inequality

$$
\zeta_{s}\left(F_{n}, \Phi\right) \leqslant \frac{1}{n^{(s-2) / 2}} \zeta_{s}\left(F_{1}, \Phi\right)
$$

holds, though for $s \geqslant 4$ it makes sense only under the additional assumptions that $\mathrm{E}\left|X_{1}\right|^{s}<\infty$ and $\mathrm{E} X_{1}^{p}=\mathrm{E} Z^{p}(p=3, \ldots, s-1)$, where $Z$ is a random variable with standard normal distribution. In particular, if $\beta_{4}=\mathrm{E} X_{1}^{4}<\infty$ and $\mathrm{E} X_{1}^{3}=0$ (for example, if the initial distribution $F_{1}$ is symmetric with respect to the origin), then

$$
\zeta_{4}\left(F_{n}, \Phi\right)=O\left(\frac{1}{n}\right)
$$

However, this result can be significantly strengthened in terms of the metric $\zeta_{2}$. Assuming finiteness of the fourth moment, one can expand $f_{1}(t)$ by Taylor's formula in powers of $t$ in a neighbourhood of zero, with a remainder of the form $\beta_{4} t^{4}$, and, as a consequence, obtain an improvement of (20.2), namely,

$$
\begin{equation*}
\left|f_{n}^{(s)}(t)-\widetilde{g}^{(s)}(t)\right| \leqslant c \frac{\beta_{4}}{n}|t|^{4-s} e^{-t^{2} / 4}, \quad|t| \leqslant \frac{\sqrt{n}}{\beta_{3}}, \quad s=0,1,2,3,4 \tag{20.6}
\end{equation*}
$$

Here

$$
\widetilde{g}(t)=e^{-t^{2} / 2}\left(1+\mathrm{E} X_{1}^{3} \frac{(i t)^{3}}{3!} \frac{1}{\sqrt{n}}\right)
$$

is the Fourier-Stieltjes transform of the 'corrected' Gaussian distribution. In particular, $\widetilde{g}(t)=g(t)$ if $\mathrm{E} X_{1}^{3}=0$.

Applying (20.6) with $s=1$ in Theorem 9.1, we can prove the following inequality, which apparently cannot be found in the literature.

Theorem 20.5. If $\mathrm{E} X_{1}^{3}=0$ and $\beta_{4}=\mathrm{E} X_{1}^{4}<\infty$, then the inequality

$$
\zeta_{2}\left(F_{n}, \Phi\right) \leqslant c \frac{\beta_{4}}{n}
$$

holds with some absolute constant $c>0$.
Since $\zeta_{1}^{2} \leqslant c^{\prime} \zeta_{2}$, this estimate agrees with the estimate $\zeta_{1}\left(F_{n}, \Phi\right) \leqslant c \beta_{3} / \sqrt{n}$ for the mean distance (asymptotically with respect to $n$ ).
20.4. Kantorovich distances. The best result known in the problem of the rate of convergence for Kantorovich transport metrics in the central limit theorem is the following assertion, which was proved by Rio [35] using the relation (10.3). We give it in the case of identically distributed summands, as in the previous theorems (see also [58]).

Theorem 20.6. If $\beta_{p+2}=\mathrm{E}\left|X_{1}\right|^{p+2}<\infty$ for $1 \leqslant p \leqslant 2$, then

$$
\begin{equation*}
W_{p}\left(F_{n}, \Phi\right) \leqslant c_{p} \frac{\beta_{p+2}^{1 / p}}{\sqrt{n}} \tag{20.7}
\end{equation*}
$$

where $c_{p}>0$ is a constant depending only on $p$.
For $p=1$ we return to a known estimate for the mean distance, and for $p=2$ we arrive at an estimate for the quadratic Kantorovich distance:

$$
\begin{equation*}
W_{2}\left(F_{n}, \Phi\right) \leqslant c \frac{\sqrt{\beta_{4}}}{\sqrt{n}} \tag{20.8}
\end{equation*}
$$

Interestingly, the finiteness of the fourth moment is essential for attaining the standard rate $1 / \sqrt{n}$ in the metric $W_{2}$. Another approach (the so-called entropy approach) to the derivation of (20.8) was proposed in [59]. The inequality (20.8) can also be obtained using (20.2) if we invoke the smoothing inequality in Theorem 11.1 with $g_{\alpha}=\widetilde{g}$ and $T=\sqrt{n} / \beta_{3}$. As for values $p>2$, in this case the inequality (20.7) also remains valid. Using Edgeworth expansions, the author recently proved such an inequality in [60].

In conclusion, we note that all the above estimates remain valid for sums of non-identically distributed summands after corresponding modifications in terms of Lyapunov fractions. There are also a variety of similar results for 'strong' metrics such as the distance in variation, the Kullback-Leibler divergence, and so on. However, moment conditions alone are not sufficient for convergence of $F_{n}$ to $\Phi$ with any rate in strong metrics (see [61]).

The author is grateful to Irina Shevtsova and Andrei Zaitsev for valuable remarks and stimulating discussions.
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