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#### Abstract

Isotropy-like properties are considered for finite measures with heavy tails. As a basic tool, we extend K. Ball's relationship between convex bodies and finite logarithmically concave measures to a larger class of distributions, satisfying convexity conditions of the Brunn-Minkowski type.
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## 1 Introduction

A symmetric convex body $K$ in $\mathbf{R}^{n}$ is called isotropic or to be in isotropic position, if for some constant $L_{K}>0$,

$$
\begin{equation*}
\frac{1}{\operatorname{vol}_{n}(K)^{1+\frac{2}{n}}} \int_{K}\langle x, \theta\rangle^{2} d x=L_{K}^{2}, \tag{1.1}
\end{equation*}
$$

for all (unit vectors) $\theta \in S^{n-1}$, where $\operatorname{vol}_{n}(K)$ stands for the $n$-dimensional volume. Intuitively, this means that $K$ is more/less round and not dilated in any direction.

[^0]The quantity $L_{K}$ is referred to as an isotropic constant of $K$. In general, for any symmetric convex body $K$, there is a linear invertible map $T: \mathbf{R}^{n} \rightarrow \mathbf{R}^{n}$, such that the image $T(K)$ represents an isotropic body. So, often, the condition (1.1) has the matter of normalization, only. Although the existence of the isotropic position [that is, of the map $T$ or the body $T(K)$ ] is a rather obvious algebraic fact, it is of a large importance in many geometric problems, where it is essential that all linear functionals behave over $K$ in a similar manner. We refer the reader to the pioneering work [34], where the isotropic position is discussed in various aspects; cf. also [7,23].

For a start, let us recall a theorem due to Hensley [28]: If $K$ is isotropic, then all its central sections have approximately equal size in the sense that

$$
\begin{equation*}
\frac{\operatorname{vol}_{n-1}\left(K \cap H_{1}\right)}{\operatorname{vol}_{n-1}\left(K \cap H_{2}\right)} \leq C \tag{1.2}
\end{equation*}
$$

for all hyperplanes $H_{1}, H_{2}$ (passing through the origin). Moreover, Hensley proved (1.2) with an optimal dimension free constant $C=\sqrt{6}$. A similar property was also shown to hold for all subspaces of $\mathbf{R}^{n}$ of a fixed codimension (with some constants depending on codimensions). The inequality (1.2) was later rediscovered by Milman, as follows from [14], where this result was applied to obtain dimension free maximal inequalities.

As a natural extension, one may wonder, if an analogue of (1.2) continues to hold for classes of finite symmetric measures on $\mathbf{R}^{n}$, rather than for convex bodies, only. (When speaking about measures, bodies, or functions, the symmetry assumption will always be meant with respect to the origin.) Given a finite Borel measure $\mu$ on $\mathbf{R}^{n}$ with a (nice) density $f$ and a linear subspace $H$ in $\mathbf{R}^{n}$ of dimension $n-1$, introduce $\mu$-perimeter of the half-space with boundary $H$,

$$
\mu^{+}(H)=\int_{H} f(x) d x
$$

where $d x$ stands for the Lebesgue measure on $H$. In particular, when $\mu$ is the Lebesgue measure on $\mathbf{R}^{n}$ restricted to a convex body $K, \mu^{+}(H)$ represents the $(n-1)$ dimensional volume of $K \cap H$, i.e., the size of the corresponding section of $K$. A more general intriguing question is therefore whether or not after some linear transformation the measure $\mu$ shares the property

$$
\begin{equation*}
\frac{\mu^{+}\left(H_{1}\right)}{\mu^{+}\left(H_{2}\right)} \leq C \tag{1.3}
\end{equation*}
$$

similarly to (1.2). For example, if $\mu$ is spherically invariant, then it trivially satisfies (1.3) with $C=1$, and no linear transformation is needed.

Since (1.3) requires that $\mu$ must be in a sense "round" like in the convex body case, it is natural to assume that the integral

$$
\begin{equation*}
\sigma^{2}=\int\langle x, \theta\rangle^{2} d \mu(x) \tag{1.4}
\end{equation*}
$$

as a function of $\theta$ is constant on the unit sphere. This property, extending the definition (1.1) of the isotropy to the measure case, is typically used when $\mu$ is log-concave, i.e, when it has a log-concave density $f$. As was shown in [7,28], although it was not stated there explicitly, if a symmetric finite log-concave measure $\mu$ on $\mathbf{R}^{n}$ is isotropic in the sense of (1.4), it satisfies the desired relation (1.3), and with the same constant $C$ as in the convex body case. This is actually reduced to the statement that, for any symmetric, log-concave probability density $f$ on the real line,

$$
\frac{1}{6} \leq 2 f(0)^{2} \int_{-\infty}^{+\infty}|x|^{2} f(x) d x \leq 1
$$

Some further extensions of Hensley's theorem to non-symmetric bodies, considered in $[9,20]$, remain also to hold for non-symmetric log-concave measures.

However, when trying to obtain (1.3) via (1.4) for more general classes of measures, a main difficulty is that (1.4) requires finiteness of the second moment $\int|x|^{2} d \mu(x)$. And even if it is finite, the previous argument does not work [while, the example of the spherically invariant measures shows that any integrability assumption is irrelevant for assertions such as the Hensley-type property (1.3)]. This inspires to look for other isotropy-like conditions that would be still appropriate for measures with heavy tails.

In this note we consider such problems for general convex measures. Following Borell [12,13], a finite measure $\mu$ on $\mathbf{R}^{n}$ is called convex, if

$$
\begin{equation*}
\mu(t A+s B) \geq \min \{\mu(A), \mu(B)\} \tag{1.5}
\end{equation*}
$$

for all non-empty Borel sets $A$ and $B$ in $\mathbf{R}^{n}$ and $t, s>0$, such that $t+s=1$, with the usual understanding of the Minkowski sum $t A+s B=\{t x+s y: x \in A, y \in B\}$. The definition also makes sense, when a measure is finite at least on compact subsets of the space. If $\mu$ is absolutely continuous with respect to Lebesgue measure (we also say that it is full-dimensional), the inequality (1.5) is equivalent to the property that $\mu$ is concentrated on some open convex set $\Omega \subset \mathbf{R}^{n}$, where it has a density $f$ satisfying

$$
\begin{equation*}
f(t x+s y) \geq\left(t f(x)^{-1 / n}+s f(y)^{-1 / n}\right)^{-n} \tag{1.6}
\end{equation*}
$$

for all $x, y \in \Omega$ and $t, s>0$ such that $t+s=1$. That is, the density should be of the form $f=V^{-n}$ for some positive convex function $V$ on $\Omega$. This is part of Borell's characterization theorem ([12], Theorem 1.1; [13], Theorem 3.2). For definiteness, we define $f$ to be zero outside $\Omega$.

Note $f$ must be continuous on $\Omega$. However, in contrast with the log-concave case, the tail function $\mu\{|x|>r\}$ may decrease to zero as $r \rightarrow+\infty$ as slow, as we wish.

As we will see, Hensley's theorem admits the following generalization.
Theorem 1.1 Let $\mu$ be a full-dimensional symmetric finite convex measure on $\mathbf{R}^{n}$. There is a linear invertible map $T: \mathbf{R}^{n} \rightarrow \mathbf{R}^{n}$, such that the image $v=T(\mu)$ satisfies

$$
\begin{equation*}
v^{+}\left(H_{1}\right) \leq \sqrt{6} v^{+}\left(H_{2}\right), \tag{1.7}
\end{equation*}
$$

for all hyperplanes $H_{1}, H_{2}$ in $\mathbf{R}^{n}$ passing through the origin.

The image $v=T(\mu)$ is defined to be the measure $\nu(B)=\mu\left\{x \in \mathbf{R}^{n}: T(x) \in B\right\}$ on Borel subsets $B$ of $\mathbf{R}^{n}$.

It turns out that the inequality (1.7) may be reduced to the convex body case by virtue of a remarkable correspondence, discovered by K. Ball in his study of logarithmically concave functions. Namely, given a non-negative, symmetric function $f$ on $\mathbf{R}^{n}$, put

$$
\begin{equation*}
\|x\|=\left(\int_{0}^{+\infty} f(r x) d r^{p}\right)^{-1 / p}, \quad x \in \mathbf{R}^{n} \tag{1.8}
\end{equation*}
$$

A principal result of [7] is that, if $f$ is log-concave and integrable, with $f(0)>0$, then $\|\cdot\|$ represents a norm on $\mathbf{R}^{n}$ for any $p>0$. Therefore, we obtain a family of symmetric convex bodies in $\mathbf{R}^{n}$, parameterized by $p$, and they indeed may be used to reduce various problems about log-concave measures to the ones about convex bodies (such as the slicing problem, for example). Here we prove that, if $f$ is not log-concave, still there is a somewhat weaker property:

Theorem 1.2 Let $\mu$ be a finite symmetric, full-dimensional convex measure on $\mathbf{R}^{n}$ with density $f$. Whenever $0<p \leq n-1$, the equality (1.8) defines a norm.

The particular case $p=n-1$ together with Hensley's theorem yields (1.7). More precisely, we obtain that, for any finite symmetric, full-dimensional convex measure $\mu$ on $\mathbf{R}^{n}$, there exists a unique symmetric convex body $K$, such that

$$
\mu^{+}(H)=\operatorname{vol}_{n-1}(K \cap H)
$$

for any linear subspace $H$ of $\mathbf{R}^{n}$ of dimension $n-1$. And this body represents the unit ball with respect to the norm (1.8). Hence, for a linear map $T$ in Theorem 1.1 one may take the one, which puts in the isotropic position the convex body $K$ (and then $v=T(\mu)$ itself may be viewed as an isotropic measure).

The interval of possible values of $p$ in Theorem 1.2 may be enlarged and related to the convexity properties according to Borell's hierarchy of convex measures. This we discuss in the next section, where the proofs are also included. Some applications, including Theorem 1.1 and its generalization for subspaces of a fixed codimension, are considered in Sect. 3. In Sect. 4, we derive a lower bound on the size of the slices of the measure, $\mu^{+}(H)$, in terms of the size of the slices of the associated convex body. In Sects. 5 and 6 we examine another possible approach to the isotropy in terms of the so-called floating bodies and surfaces of convex measures (in fact with arguments which are also used in the proof of Theorem 1.2). Finally, in Sect. 7 we conclude with remarks on the duality and Santaló-type inequalities for densities of convex measures.

## 2 Extension of K. Ball's theorem

The description (1.6) represents a particular case of the characterization of the so-called $\kappa$-concave measures, given by Borell $[12,13]$. We say that a finite Borel measure $\mu$
on $\mathbf{R}^{n}$ is $\kappa$-concave, where $-\infty \leq \kappa \leq+\infty$, if it satisfies

$$
\begin{equation*}
\mu(t A+s B) \geq\left(t \mu(A)^{\kappa}+s \mu(B)^{\kappa}\right)^{1 / \kappa} \tag{2.1}
\end{equation*}
$$

for all non-empty Borel sets $A$ and $B$ in $\mathbf{R}^{n}$ and $t, s>0$ with $t+s=1$. If $\mu$ is not concentrated at a point, then necessarily $\kappa \leq 1$, and moreover, $\kappa \leq 1 / n$ in the absolutely continuous case. More precisely, in that case (2.1) is equivalent to the property that $\mu$ is concentrated on some open convex set $\Omega \subset \mathbf{R}^{n}$, where it has a density $f$, satisfying, for all $x, y \in \Omega$ and $t, s>0, t+s=1$,

$$
\begin{equation*}
f(t x+s y) \geq\left(t f(x)^{\kappa_{n}}+s f(y)^{\kappa_{n}}\right)^{1 / \kappa_{n}}, \tag{2.2}
\end{equation*}
$$

where $\kappa_{n}=\kappa /(1-n \kappa)$. Following Caplin and Nalebuff [17], one may say that $f$ is $\kappa_{n}$-concave (cf. also [5] for a special discussion of such functions).

One may start with an arbitrary $\kappa_{n}$-concave function $f$ on $\Omega$, and then it will serve as a density of a $\sigma$-finite measure $\mu$, concentrated on $\Omega$ and satisfying the Brunn-Minkowski-type inequality (2.1), cf. Lemma 2.3 below. In this sense, $\mu$ will be $\kappa$-concave; for example, the Lebesgue measure itself is $\frac{1}{n}$-concave. However, all statements below are restricted to the family of finite $\kappa$-concave measures.

Note the inequality (2.1) becomes stronger, as $\kappa$ increases, so for $\kappa=-\infty$ we obtain the largest class of (convex) measures, described by the Brunn-Minkowski-type inequality (1.5). If $\kappa=0,(2.1)-(2.2)$ describe log-concave measures, while the case $\kappa=1 / n$ is only possible, when, up to a factor, $\mu$ is the Lebesgue measure, restricted to $\Omega$ (provided that it is full-dimensional).

Theorem 2.1 Let $\mu$ be a finite, symmetric, full-dimensional $\kappa$-concave measure on $\mathbf{R}^{n},-\infty \leq \kappa \leq 0$, with density $f$ as above. The equality

$$
\begin{equation*}
\|x\|=\left(\int_{0}^{+\infty} f(r x) d r^{p}\right)^{-1 / p} \tag{2.3}
\end{equation*}
$$

defines a norm on $\mathbf{R}^{n}$, whenever $0<p \leq n-1-\frac{1}{\kappa}$.
If $K$ is a symmetric convex body in $\mathbf{R}^{n}$ with the inner norm

$$
\|x\|_{K}=\min \{\lambda \geq 0: x \in \lambda K\}
$$

and $\mu$ is the Lebesgue measure on $\mathbf{R}^{n}$, restricted to $K$ (thus with density $f=1_{K}$, the indicator function of $K$ ), the above definition leads to the equal norms $\|x\|=\|x\|_{K}$ regardless of $p>0$. Hence, general convex bodies do not create special bodies.

When a finite symmetric measure $\mu$ or its density $f$ are log-concave ( $\kappa=0$ ), Theorem 2.1 corresponds to the result of Ball [7]. In that case, $f$ decays exponentially fast at infinity, so the integral in the theorem is finite for any $p>0$.

If $\mu$ is $\kappa$-concave with $\kappa<0$, then for some constant $C$, depending on the measure, its density satisfies, for all $x \in \mathbf{R}^{n}$ (cf. [11]),

$$
\begin{equation*}
f(x) \leq \frac{C}{1+|x|^{n+\alpha}}, \quad \alpha=-\frac{1}{\kappa} . \tag{2.4}
\end{equation*}
$$

Therefore, for any $x \neq 0$, the integral $\int_{0}^{+\infty} f(r x) d r^{p}$ is finite, as long as

$$
\begin{equation*}
p<n-\frac{1}{\kappa} \tag{2.5}
\end{equation*}
$$

It would be rather interesting to clarify whether or not this condition provides a more precise restriction for the functional (2.3) to be a norm. In particular, one may think this is true for general symmetric convex measures in the important case $p=n$, when (2.3) becomes

$$
\|x\|=\left(\int_{0}^{+\infty} f(r x) d r^{n}\right)^{-1 / n}
$$

By Theorem 2.1, it is a norm, if $\kappa \geq-1$. Anyway, by the polar representation of the Lebesgue integral, the set $K=\left\{x \in \mathbf{R}^{n}:\|x\| \leq 1\right\}$ has a finite volume, $\mu\left(\mathbf{R}^{n}\right)$.

Example Let $\mu$ denote the generalized Cauchy distribution on $\mathbf{R}^{n}$ with density

$$
f(x)=\frac{c}{\left(1+|x|^{2}\right)^{\frac{n+d}{2}}}, \quad x \in \mathbf{R}^{n}
$$

where $d>0$ is a parameter and $c=c_{n, d}$ is a normalizing constant. (The standard Cauchy distribution corresponds to $d=1$.) As easy to check, this measure is $\kappa$-concave with optimal value $\kappa=-1 / d$. In this case, all norms (2.3) are proportional to the Euclidean norm in $\mathbf{R}^{n}$, provided that they are finite. The latter is equivalent to the requirement $p<n+d$, which is exactly the condition (2.5).

Remark 2.2 In dimension one, according to Borell's characterization (2.2), a probability measure $\mu$ on the real line $\mathbf{R}$ with density $f$ is $\kappa$-concave, if and only if the function $f$ is $\frac{\kappa}{1-\kappa}$-concave. In particular, $\mu$ is convex if and only if $1 / f$ is convex on the supporting interval, say $(a, b)$, of the measure $\mu$. This characterization may equivalently be stated in terms of the associated function

$$
I(t)=f\left(F^{-1}(t)\right), \quad 0<t<1
$$

where $F^{-1}:(a, b) \rightarrow(0,1)$ is the inverse to the distribution function $F(x)=$ $\mu(a, x), a<x<b$. Namely (cf. [11], Lemma 2.2), $\mu$ is $\kappa$-concave, if and only if the function $I^{1 /(1-\kappa)}$ is concave on $(0,1)$. This immediately follows from the general identity

$$
\kappa\left(I^{1 /(1-\kappa)}\right)^{\prime}(F(x))=\left(f(x)^{\kappa /(1-\kappa)}\right)^{\prime}, \quad \kappa \neq 0 .
$$

Similarly, $\mu$ is convex, if and only if the function $\log I$ is concave on $(0,1)$.

Therefore, in order to describe an arbitrary non-degenerate convex probability measure $\mu$ on the line with median at zero (for definiteness), one may start with an arbitrary positive log-concave function $I$ on $(0,1)$ and then put $F^{-1}(t)=\int_{1 / 2}^{t} \frac{d s}{I(s)}$. The latter shows, in particular, that the tail function of the measure may decay at infinity as slow as we wish. More precisely, for any function $\varepsilon=\varepsilon(r)$ such that $\varepsilon(r) \downarrow 0$, as $r \rightarrow+\infty$, there exists a convex symmetric probability measure $\mu$, satisfying

$$
\mu\{|x|>r\}>\varepsilon(r), \quad \text { for all } r \text { large enough. }
$$

Equivalently, $F^{-1}(t)>R(t)$ for all $t$ close to 1 , where $R$ is any prescribed increasing function on $[1 / 2,1)$. To see this, first note that $R$ may be assumed to be smooth (otherwise, one may rescale the coordinates and apply convolution) and to satisfy $R(t) \uparrow+\infty$ for $t \uparrow 1$. Secondly, any smooth function $S$ on $[1 / 2,1)$ is majorized by the convex function $\varphi(t)=S(1 / 2)+\int_{1 / 2}^{t} \max _{1 / 2 \leq u \leq s} S^{\prime}(u) d s$. Take such a convex function for $S(t)=\log \left(1+2 R^{\prime}(t)\right)$. Then (by comparing derivatives), we readily get $F^{-1}(t)=\int_{1 / 2}^{t} e^{\varphi(s)} d s \geq 2(R(t)-R(1 / 2))$. But $2(R(t)-R(1 / 2))>R(t)$ for all $t$ close to 1 , and then $F^{-1}(t)>R(t)$. Finally, extending $\varphi$ to $(0,1 / 2]$ by symmetry about $1 / 2$, we obtain $F^{-1}$, which corresponds to a convex probability measure with the associated log-concave function $I(t)=e^{-\varphi(t)}$.

Now, let us turn to the proof of Theorem 2.1. We need in the dimension $n=1$ Borell-Brascamp-Lieb's functional form for the Brunn-Minkowski inequality, which we state as a lemma below, cf. [12,13,16,18,19]. [Also note it provides the implication (2.2) $\Rightarrow(2.1)$.]

Lemma 2.3 Let $t, s>0$ be fixed, $t+s=1$, and let $-\infty \leq \kappa \leq \frac{1}{n}$. Assume non-negative measurable functions $u, v, w$, defined on an open convex set $\Omega \subset \mathbf{R}^{n}$, satisfy

$$
\begin{equation*}
w(t x+s y) \geq\left(t^{\kappa_{n}} u(x)+s v(y)^{\kappa_{n}}\right)^{1 / \kappa_{n}}, \quad x, y \in \Omega, \tag{2.6}
\end{equation*}
$$

with $\kappa_{n}=\frac{\kappa}{1-n \kappa}$, whenever $u(x) v(y)>0$. Then

$$
\begin{equation*}
\int_{\Omega} w(z) d z \geq\left[t\left(\int_{\Omega} u(x) d x\right)^{\kappa}+s\left(\int_{\Omega} v(y) d y\right)^{\kappa}\right]^{1 / \kappa} \tag{2.7}
\end{equation*}
$$

Introduce the $\kappa$-mean functions

$$
M_{\kappa}^{(t)}(a, b)=\left(t a^{\kappa}+(1-t) b^{\kappa}\right)^{1 / \kappa}, \quad a, b \geq 0, \quad t \in(0,1),
$$

appearing in (2.6)-(2.7). In particular, $M_{0}^{(t)}(a, b)=a^{t} b^{1-t}$ and $M_{-\infty}^{(t)}(a, b)=$ $\min \{a, b\}$.

From Lemma 2.3, we first derive the following assertion of independent interest (which appeared for the particular case $q=0$ in [7] and before in [6], where it was called "the Brunn-Minkowski inequality for the harmonic mean").

Lemma 2.4 Let $t, s>0, t+s=1$, and $q \in[-1,0]$ be fixed. Assume non-negative measurable functions $u, v, w$ are defined on $(0,+\infty)$ and satisfy for all $x, y>0$

$$
\begin{equation*}
w\left(M_{-1}^{(t)}(x, y)\right) \geq M_{q}^{(\lambda)}(u(x), v(y)), \tag{2.8}
\end{equation*}
$$

where $\lambda=t y /(t y+s x)$. Then, if $0 \leq p \leq-1-1 / q$,

$$
\begin{equation*}
\left[\int_{0}^{+\infty} w(z) d z^{p}\right]^{-1 / p} \leq t\left[\int_{0}^{+\infty} u(x) d x^{p}\right]^{-1 / p}+s\left[\int_{0}^{+\infty} v(y) d y^{p}\right]^{-1 / p} . \tag{2.9}
\end{equation*}
$$

In the extreme case $p=0$, (2.9) should be understood as

$$
\int_{0}^{+\infty} \frac{w(z)}{z} d z \geq \min \left\{\int_{0}^{+\infty} \frac{u(x)}{x} d x, \int_{0}^{+\infty} \frac{v(y)}{y} d y\right\}
$$

Proof Since any function of the type $q \rightarrow M_{q}$ is non-decreasing, one may assume $p=-1-\frac{1}{q}$ or $q=-\frac{1}{p+1}$. Change the variables $x=\frac{1}{\xi}, y=\frac{1}{\eta}$ with arbitrary $\xi, \eta>0$. Then the assumption (2.8) takes the form

$$
(t \xi+s \eta)^{1 / q} w\left(\frac{1}{t \xi+s \eta}\right) \geq\left[t \xi u(1 / \xi)^{q}+s \eta v(1 / \eta)^{q}\right]^{1 / q} .
$$

In other words, the new three functions

$$
\bar{u}(\xi)=\xi^{1 / q} u(1 / \xi), \quad \bar{v}(\eta)=\eta^{1 / q} v(1 / \eta), \quad \bar{w}(\zeta)=\zeta^{1 / q} w(1 / \zeta)
$$

satisfy on $\Omega=(0,+\infty)$

$$
\bar{w}(t \xi+s \eta) \geq M_{q}^{(t)}(\bar{u}(\xi), \bar{v}(\eta))
$$

So, the hypothesis (2.6) of Lemma 2.3 is fulfilled in dimension one for these functions with $\kappa_{1}=q$, that is, $\kappa=\frac{q}{q+1}=-\frac{1}{p}$. Therefore, we obtain (2.7), which reads as

$$
\begin{equation*}
\int_{\Omega} \bar{w}(\zeta) d \zeta \geq M_{-1 / p}^{(t)}\left(\int_{\Omega} \bar{u}(\xi) d \xi, \int_{\Omega} \bar{v}(\eta) d \eta\right) \tag{2.10}
\end{equation*}
$$

Now, if $q>-1$, or equivalently $p>0$, return to the original variables and note that

$$
\int_{\Omega} \bar{u}(\xi) d \xi=\int_{0}^{+\infty} \xi^{1 / q} u(1 / \xi) d \xi=\frac{1}{p} \int_{0}^{+\infty} u(x) d x^{p}
$$

and similarly for $v$ and $w$. Thus, (2.10) is exactly the desired inequality (2.9). If $q=-1$ (that is, $p=0$ ), (2.10) becomes

$$
\int_{\Omega} \bar{w}(\zeta) d \zeta \geq \min \left\{\int_{\Omega} \bar{u}(\xi) d \xi, \int_{\Omega} \bar{v}(\eta) d \eta\right\}
$$

But $\int_{\Omega} \bar{u}(\xi) d \xi=\int_{0}^{+\infty} \frac{u(x)}{x} d x$ and similarly for $v$ and $w$. Lemma 2.4 is proved.
Remark 2.5 One may conjecture that, under the additional assumptions on the functions $u, v$ and $w$ that they are non-decreasing on the positive half-axis and satisfy $\|u\|_{\infty}=\|v\|_{\infty}$, the inequality (2.10) will remain to hold in the larger interval $0 \leq p \leq-\frac{1}{q}$. This would extend Theorem 2.1 to the values $p \leq n-\frac{1}{\kappa}$.

Proof of Theorem 2.1. Let $f$ be the density of $\mu$, supported on $\Omega$ and satisfying (2.2). Since it is even, $\|\lambda x\|=|\lambda|\|x\|$, for all $x \in \mathbf{R}^{n}$ and $\lambda \in \mathbf{R}$. As was already explained, $\|x\|<+\infty$ everywhere. Fix $a, b \in \mathbf{R}^{n}, t \in(0,1), s=1-t$, and apply Lemma 2.4 to the functions on $(0,+\infty)$

$$
u(x)=f(x a), \quad v(y)=f(y b), \quad w(z)=f(z c)
$$

where $c=t a+s b$. Since

$$
M_{-1}^{(t)}(x, y) c=\frac{t y}{t y+s x}(x a)+\frac{s x}{t y+s x}(y b),
$$

and $f$ is $\kappa_{n}$-concave, the hypothesis (2.8) is fulfilled with $q=\kappa_{n}$. The resulting inequality (2.9) of the lemma shows that the function $x \rightarrow\|x\|$ is convex. This yields Theorem 2.1.

Remark 2.6 As the above proof shows, if we drop the symmetry assumption in Theorem 2.1, the functional

$$
N_{p}(x)=\left(\int_{0}^{+\infty} f(r x) d r^{p}\right)^{-1 / p}, \quad x \in \mathbf{R}^{n}
$$

still shares the properties:
(a) $0 \leq N_{p} \leq+\infty$, and $N_{p}(x)=0$ if and only if $x=0$;
(b) $\quad N_{p}(\lambda x)=\lambda N_{p}(x)$, for all $x \in \mathbf{R}^{n}$ and $\lambda \geq 0$;
(c) $\quad N_{p}(t x+s y) \leq t N_{p}(x)+s N_{p}(y)$, for all $x, y \in \mathbf{R}^{n}$ and $t, s>0$ with $t+s=1$.

Moreover, $N_{p}$ is everywhere finite, as long as the supporting open convex set $\Omega$ of the measure $\mu$ contains the origin. In this case, $\left\{x \in \mathbf{R}^{n}: N_{p}(x) \leq 1\right\}$ represents a convex body in $\mathbf{R}^{n}$.

## 3 Isotropic positions

Theorem 2.1 inspires to introduce the following definition in the class of convex measures. Let us say that a finite, symmetric, full-dimensional convex measure $\mu$ with density $f$ on $\mathbf{R}^{n}$ is $q$-isotropic, where $-n<q<+\infty$, if the set

$$
K_{\mu}(q)=\left\{x \in \mathbf{R}^{n}: \int_{0}^{+\infty} f(r x) d r^{n+q} \geq 1\right\}
$$

represents an isotropic convex body in the classical sense (1.1).
When $\mu$ is the Lebesgue measure on a symmetric convex body $K$, then $K_{\mu}(q)=K$ for all $q>-n$, so the property of being $q$-isotropic does not depend on $q$.

Note $K_{\mu}(q)$ is always a convex body for $-n<q \leq-1$. Moreover, if $\mu$ is $\kappa$-concave, $-\infty<\kappa \leq 0$, the latter is true for a larger range $-n<q \leq-1-\frac{1}{\kappa}$. In particular, there is no upper level restriction on $q$, when $\mu$ is log-concave.

If $K_{\mu}(q)$ is a convex body, but not isotropic, one can find a linear invertible map $T: \mathbf{R}^{n} \rightarrow \mathbf{R}^{n}$ with $|\operatorname{det}(T)|=1$, which puts $K_{\mu}(q)$ in the isotropic position, i.e., such that the convex body $T\left(K_{\mu}(q)\right)$ is isotropic. And then the image of the measure, $T(\mu)$, will be $q$-isotropic, since

$$
K_{T(\mu)}(q)=T\left(K_{\mu}(q)\right) .
$$

Thus, the linear maps, which preserve the Lebegue measure on $\mathbf{R}^{n}$ and put convex measures and associated convex bodies in the $q$-isotropic positions, are the same.

If $q=2$ and $\mu$ has a finite second moment, we return to the usual isotropy definition (1.4) for measures, which requires that $L^{2}(\mu)$-norms of the linear functionals, $\|\langle x, \theta\rangle\|_{2}=\left(\int\langle x, \theta\rangle^{2} d \mu(x)\right)^{1 / 2}$, are constant on the unit sphere. This is due to the general identity

$$
\int|\langle x, \theta\rangle|^{2} d \mu(x)=\int_{K_{\mu}(2)}|\langle x, \theta\rangle|^{2} d x
$$

Since $K_{\mu}(2)$ might not be a convex body in general, one could work with $L^{q}(\mu)$ -"norms" of the linear functionals $x \rightarrow\langle x, \theta\rangle$, other than $L^{2}(\mu)$-norms, even if $q<1$ (for example, for $q=0$ or $q=-1 / 2$ ). Indeed, if $\mu$ is $\kappa$-concave, $-\infty<\kappa<0$, the bound on the density (2.4) ensures that $\int|x|^{q} d \mu(x)<+\infty$, whenever $0<q<-1 / \kappa$. This was already noted by Borell [12]. In that case

$$
\|\langle x, \theta\rangle\|_{q}=\left(\int|\langle x, \theta\rangle|^{q} d \mu(x)\right)^{1 / q}, \quad q<-1 / \kappa
$$

is finite for all directions $\theta$. Hence, one may wonder whether or not, after some linear transformation of $\mu$ these $L^{q}$-quantities will be equal or almost equal to each other
along all directions. This turns out to be true and may be shown on the basis of the body case by virtue of the norms associated to $\mu$.

Theorem 3.1 Let $\mu$ be a finite, symmetric, full-dimensional $\kappa$-concave measure on $\mathbf{R}^{n},-\infty<\kappa \leq 0$. If it is $q$-isotropic with $-1<q \leq-1-1 / \kappa(q<+\infty)$, then for all unit vectors $\theta, \theta^{\prime}$,

$$
\begin{equation*}
\frac{1}{C}\left\|\left\langle x, \theta^{\prime}\right\rangle\right\|_{q} \leq\|\langle x, \theta\rangle\|_{q} \leq C\left\|\left\langle x, \theta^{\prime}\right\rangle\right\|_{q}, \tag{3.1}
\end{equation*}
$$

where the constant $C$ depends $q$, only.
Proof In accordance with Theorem 2.1, consider the family of the norms on $\mathbf{R}^{n}$,

$$
\|x\|_{q}=\left(\int_{0}^{+\infty} f(r x) d r^{n+q}\right)^{-1 /(n+q)}, \quad-n<q \leq-1-\frac{1}{\kappa} \quad(q<+\infty)
$$

and denote by $K(q)=K_{\mu}(q)$ the corresponding unit balls. Note the Lebesgue measure, restricted to $K(q)$, with its density $f_{q}=1_{K(q)}$ generates the same norm $\|x\|_{q}$ as $\mu$. Using the polar coordinates $x=r u\left(u \in S^{n-1}, r>0\right)$, write

$$
\begin{aligned}
\int|\langle x, \theta\rangle|^{q} d \mu(x) & =\int_{\mathbf{R}^{n}}|\langle x, \theta\rangle|^{q} f(x) d x \\
& =\omega_{n} \int_{S^{n-1}}|\langle u, \theta\rangle|^{q}\left(\int_{0}^{+\infty} r^{q} f(r u) d r^{n}\right) d \sigma_{n-1}(u) \\
& =\frac{n \omega_{n}}{n+q} \int_{S^{n-1}}|\langle u, \theta\rangle|^{q}\left(\int_{0}^{+\infty} f(r u) d r^{n+q}\right) d \sigma_{n-1}(u) \\
& =\frac{n \omega_{n}}{n+q} \int_{S^{n-1}}|\langle u, \theta\rangle|^{q}\|u\|_{q}^{-n-q} d \sigma_{n-1}(u),
\end{aligned}
$$

where $\omega_{n}$ denotes the volume of the unit Euclidean ball in $\mathbf{R}^{n}$. Similarly,

$$
\int_{K(q)}|\langle x, \theta\rangle|^{q} d x=\frac{n \omega_{n}}{n+q} \int_{S^{n-1}}|\langle u, \theta\rangle|^{q}\|u\|_{q}^{-n-q} d \sigma_{n-1}(u) .
$$

Therefore, for all $\theta$ we have $\int|\langle x, \theta\rangle|^{q} d \mu(x)=\int_{K(q)}|\langle x, \theta\rangle|^{q} d x$. From this, if $q \neq 0$, for all $\theta, \theta^{\prime} \in S^{n-1}$,

$$
\begin{equation*}
\frac{\|\langle x, \theta\rangle\|_{L^{q}(\mu)}}{\left\|\left\langle x, \theta^{\prime}\right\rangle\right\|_{L^{q}(\mu)}}=\frac{\|\langle x, \theta\rangle\|_{L^{q}\left(\mu_{q}\right)}}{\left\|\left\langle x, \theta^{\prime}\right\rangle\right\|_{L^{q}\left(\mu_{q}\right)}}, \tag{3.2}
\end{equation*}
$$

where $\mu_{q}$ denotes the normalized Lebesgue measure on the set $K(q)$. But, in the convex body case (cf. [24,25]), $L^{2}$-norms of the linear functionals are equivalent to $L^{q}$-norms for all $q>-1$ in the sense that

$$
\frac{1}{C_{q}}\|\langle x, \theta\rangle\|_{2} \leq\|\langle x, \theta\rangle\|_{q} \leq C_{q}\|\langle x, \theta\rangle\|_{2} .
$$

[Here the norms are with respect to the uniform distribution over $K(q)$.] Hence, when $K(q)$ is isotropic, we get (3.1) from (3.2).

As another application, let us now turn to the comparison of the sections of a measure and the Hensley-type theorem. A main observation in this section is:

Theorem 3.2 Let $d$ be integer, $1 \leq d \leq n-1$. For any finite, symmetric, full-dimensional convex measure $\mu$ on $\mathbf{R}^{n}$ with density $f$, there exists a unique symmetric convex body $K_{d}$ in $\mathbf{R}^{n}$, such that

$$
\begin{equation*}
\int_{H} f(x) d x=\operatorname{vol}_{n-d}\left(K_{d} \cap H\right) \tag{3.3}
\end{equation*}
$$

for any linear subspace $H$ in $\mathbf{R}^{n}$ of codimension d. Namely, $K_{d}=K_{\mu}(-d)$.
Introduce the quantity

$$
\mu^{+}(H)=\int_{H} f(x) d x
$$

similarly to the slices case $d=1$. Note the integral is finite in view of the general estimate $f(x) \leq C(1+|x|)^{-n}$ on the density of a convex measure [cf. (2.4)].

Proof The associated convex body,

$$
K_{d}=K_{\mu}(-d)=\left\{x \in \mathbf{R}^{n}: \int_{0}^{+\infty} f(r x) d r^{n-d} \geq 1\right\}
$$

is defined for the norm $\|x\|=\left(\int_{0}^{+\infty} f(r x) d r^{n-d}\right)^{-1 /(n-d)}$. Given a linear subspace $H$ in $\mathbf{R}^{n}$ of codimension $d$, one may use the polar coordinates $x=r \theta, r>0,|\theta|=$ $1, \theta \in H$, to write that

$$
\begin{aligned}
\mu^{+}(H)=\int_{H} f(x) d x & =\omega_{n-d} \int_{S^{n-1} \cap H}\left(\int_{0}^{+\infty} f(r \theta) d r^{n-d}\right) d \sigma_{n-d-1}(\theta) \\
& =\omega_{n-d} \int_{S^{n-1} \cap H}\|\theta\|^{-(n-d)} d \sigma_{n-d-1}(\theta)
\end{aligned}
$$

where $\sigma_{n-d-1}$ is the normalized Lebesgue measure on the unit sphere of $H$. Similarly, by the definition of $K_{d}$,

$$
\operatorname{vol}_{n-d}\left(K_{d} \cap H\right)=\omega_{n-d} \int_{S^{n-1} \cap H}\|\theta\|^{-(n-d)} d \sigma_{n-d-1}(\theta)
$$

This proves the desired relation (3.3).
Uniqueness is provided by the Funk (also called Funk-Minkowski) theorem: The function of the form $H \rightarrow \operatorname{vol}_{n-d}(K \cap H)$, defined on the set of all linear subspaces of $\mathbf{R}^{n}$ of codimension $d$, uniquely determines a symmetric convex body $K$. See [22, Theorem 7.2.3], where this property is proved by using the injectivity of the spherical Radon transform, or [29, Corollary 3.10], with the proof based on the Fourier transform.

Remark Relation (3.3) with $K_{d}=\left\{x: \int_{0}^{+\infty} f(r x) d r^{n-d} \geq 1\right\}$ continues to hold without the symmetry assumption. More precisely, if the supporting open convex set of the measure $\mu$ contains the origin, then $K_{d}$ is a convex body (cf. Remark 2.6) and (3.3) is fulfilled.

Under the same assumptions on the measure as in Theorem 3.2, we obtain the following corollary (containing Theorem 1.1 in case $d=1$ ).

Corollary 3.3 If $\mu$ is $q$-isotropic with $q=-d$, for all linear subspaces $H_{1}, H_{2}$ in $\mathbf{R}^{n}$ of codimension $d$,

$$
\begin{equation*}
\frac{\mu^{+}\left(H_{1}\right)}{\mu^{+}\left(H_{2}\right)} \leq C_{d} \tag{3.4}
\end{equation*}
$$

where the constant $C_{d}$ depends on $d$, only. In particular, $C_{1}=\sqrt{6}$.
Indeed, when $K$ is an isotropic symmetric convex body in $\mathbf{R}^{n}$ with volume $\operatorname{vol}_{n}(K)=1$, Theorem $1^{\prime}$ in [28] asserts that, for any linear subspace $H$ in $\mathbf{R}^{n}$ of codimension $d$,

$$
\begin{equation*}
C_{d}^{\prime} \leq L_{K}^{d} \operatorname{vol}_{n-d}(K \cap H) \leq C_{d}^{\prime \prime}, \tag{3.5}
\end{equation*}
$$

where $L_{K}$ is an isotropic constant of the body, and $C_{d}^{\prime}, C_{d}^{\prime \prime}$ are certain positive (explicit) constants, depending on $d$, only. In particular, $C_{1}^{\prime}=\frac{1}{2 \sqrt{3}}, C_{1}^{\prime \prime}=\frac{1}{\sqrt{2}}$, which are optimal [in this case, treated by D. Hensley separately, (3.5) follows from the functional inequality (3.9) below]. Therefore, for all linear subspaces $H_{1}$ and $H_{2}$ of codimension $d$,

$$
\begin{equation*}
\frac{\operatorname{vol}_{n-d}\left(K \cap H_{1}\right)}{\operatorname{vol}_{n-d}\left(K \cap H_{2}\right)} \leq C_{d} \tag{3.6}
\end{equation*}
$$

with $C_{d}=C_{d}^{\prime \prime} / C_{d}^{\prime}$. In particular, $C_{1}=\sqrt{6}$. When, however, $d$ grows, Hensley's constant $C_{d}$ grows faster than $d^{\left(d^{2}+d\right) / 2}$. It was improved by K. Ball in [7], where (3.6) is obtained with $C_{d}=(d(d+1)(d+2))^{d / 2} \omega_{d} /\left(2^{d} d!^{1 / 2}\right)$, so that $C_{1}=\sqrt{6}$ and $C_{d}<\left(\frac{1}{2} \pi e^{2} d\right)^{d / 2}$ in general.

Note the assumption on the volume may be removed in (3.6). It remains to apply the equality (3.3) to $H_{1}, H_{2}$ and deduce (3.4) from (3.6) with $K=K_{d}$.

A similar comparison statement continues to hold for other positions. However, we do not know whether the involved constant may be made universal. Let us look at what one can get for 0 -isotropic convex measures. We need:

Lemma 3.4 Let $\xi$ be a non-degenerate real-valued random variable with a symmetric $\kappa$-concave probability distribution, $-\infty<\kappa \leq 1$. If $g$ is its density, then, whenever $q>-1$ and $q<-1 / \kappa($ in case $\kappa \leq 0)$,

$$
\begin{equation*}
c_{1}(q) \leq g(0)\|\xi\|_{q} \leq c_{\kappa}(q), \tag{3.7}
\end{equation*}
$$

where $c_{\kappa}(q)>0$ depends on $(\kappa, q)$, only.
Proof The distribution $v$ of $\xi$ is concentrated on some symmetric interval ( $-a, a$ ). Introduce the distribution function $G(x)=\nu(-\infty, x]=\mathbf{P}\{\xi \leq x\}$ and its inverse $G^{-1}:(0,1) \rightarrow(-a, a)$. Define $I(t)=g\left(G^{-1}(t)\right)$ so that

$$
G^{-1}(t)=\int_{1 / 2}^{t} \frac{d s}{I(s)}, \quad 0<t<1
$$

As mentioned in Remark 2.2, the function $I^{1 /(1-\kappa)}$ is concave on $(0,1)$, which is equivalent to the $\kappa$-concavity of $\nu$. For normalization convenience, assume $g(0)=1$, so that $I(1 / 2)=g(0)=1$. Then, by the concavity, for all $s \in(0,1)$,

$$
(2 \min \{s, 1-s\})^{1-\kappa} \leq I(s) \leq 1 .
$$

Therefore,

$$
\left|\int_{1 / 2}^{t} d s\right| \leq\left|G^{-1}(t)\right| \leq\left|\int_{1 / 2}^{t} \frac{d s}{(2 \min \{s, 1-s\})^{1-\kappa}}\right|
$$

Since the distribution of $G^{-1}$ under the Lebesgue measure on $(0,1)$ coincides with $v$, we conclude (with a standard modification in case $q=0$ ) that

$$
\begin{equation*}
\left(\int_{0}^{1}\left|\int_{1 / 2}^{t} d s\right|^{q} d t\right)^{1 / q} \leq\|\xi\|_{q} \leq\left(\int_{0}^{1}\left|\int_{1 / 2}^{t} \frac{d s}{(2 \min \{s, 1-s\})^{1-\kappa}}\right|^{q} d t\right)^{1 / q} . \tag{3.8}
\end{equation*}
$$

Here the right-hand side represents the constant $c_{\kappa}(q)$, and for $\kappa=1$ it coincides with the left-hand side of (3.8), representing $c_{1}(q)$. The requirement $q>-1$ is needed for $c_{1}(q)>0$. If $\kappa \geq 0$, we have $c_{\kappa}(q)<+\infty$ for all $q$. However, when $\kappa$ is negative, this constant is finite if and only if $q<-1 / \kappa$. The lemma is proved.

Remark As follows from (3.8), the optimal value of $c_{\kappa}(q)$ in (3.7) is attained regardless of $q$, when the distribution $v$ of the random variable $\xi$ corresponds to the associated function $I(s)=(2 \min \{s, 1-s\})^{1-\kappa}$. In particular, $c_{1}(q)$ is attained for the uniform distribution on $\left[-\frac{1}{2}, \frac{1}{2}\right]$ and $c_{0}(q)$ for the two-sided exponential distribution with density $g(x)=e^{-2|x|}$. If $\kappa<0$, the extreme measure $\nu$ may be viewed as a symmetrized Pareto distribution with parameter $\alpha=-1 / \kappa$.

Let us also mention that in the log-concave case $(\kappa=0)$ and when $q=2$, we have $c_{1}(q)^{2}=\|\xi\|_{2}^{2}=\frac{1}{12}$ (where $\xi$ is uniformly distributed in $\left.\left[-\frac{1}{2}, \frac{1}{2}\right]\right)$ and $c_{0}(q)^{2}=$ $\|\xi\|_{2}^{2}=\frac{1}{2}$ (with $\xi$ exponentially distributed). Therefore, the inequality (3.7) of Lemma 3.4 becomes

$$
\begin{equation*}
\frac{1}{12} \leq g(0)^{2} \int_{-\infty}^{+\infty} x^{2} g(x) d x \leq \frac{1}{2} \tag{3.9}
\end{equation*}
$$

which thus holds true for any symmetric log-concave probability density $g$ on the line. This is exactly what Hensley proved towards his inequality (3.5) for the case of ( $n-1$ )-dimensional sections of convex bodies.

Now, combining Theorems 3.1 and 3.4, we obtain:

Corollary 3.5 Let $\mu$ be a finite, 0-isotropic, symmetric, $\kappa$-concave measure on $\mathbf{R}^{n}, n \geq 2$, with $\kappa \geq-1$. For all hyperplanes $H_{1}, H_{2}$, passing through the origin,

$$
\frac{\mu^{+}\left(H_{1}\right)}{\mu^{+}\left(H_{2}\right)} \leq C,
$$

where $C$ is a universal constant.

Indeed, without loss of generality let $\mu\left(\mathbf{R}^{n}\right)=1$. If $H=\left\{x \in \mathbf{R}^{n}:\langle x, \theta\rangle=0\right\}$, where $\theta$ is a unit vector, then $\mu^{+}(H)=g(0)$, where $g$ is the density of the random variable $\xi(x)=\langle x, \theta\rangle$ under the probability measure $\mu$. Since $\mu$ is symmetric and $\kappa$-concave, all linear functionals have symmetric $\kappa$-concave distributions on R. Hence, by Lemma 3.4 with $\kappa=-1$ and $q=0$,

$$
\frac{c_{1}(0)}{\|\xi\|_{0}} \leq \mu^{+}(H) \leq \frac{c_{-1}(0)}{\|\xi\|_{0}} .
$$

Applying this to $H_{1}$ and $H_{2}$, it remains to make use of Theorem 3.1 with $q=0$.

## 4 The slicing problem

The well-known slicing problem, raised and deeply studied by Bourgain [15], is to determine whether or not, for any convex body $K$ in $\mathbf{R}^{n}$ of unit volume, there is a hyperplane $H$ such that $\operatorname{vol}_{n-1}(K \cap H) \geq \ell$, for some universal constant $\ell>0$. Equivalently, restricting ourselves to symmetric isotropic convex bodies, one wonders if one can bound the isotropic constant $L_{K}$ from above by a (dimension free) universal constant.

The problem has various equivalent formulations. What also seems rather interesting, it may be generalized and formulated as a problem about isotropic log-concave measures. This direction was examined by Ball in the same paper [7] with the help of the norms

$$
\begin{equation*}
\|x\|=\left(\int_{0}^{+\infty} f(r x) d r^{n+q}\right)^{-1 /(n+q)} \tag{4.1}
\end{equation*}
$$

in the particular case $q=2$. In that case, if a symmetric, log-concave probability measure $\mu$ on $\mathbf{R}^{n}$ with density $f$ is 2 -isotropic, this norm generates an isotropic convex body $K$. More precisely, it was shown that the "isotropic constant" of the measure,

$$
\begin{equation*}
L_{\mu}^{2}=f(0)^{\frac{2}{n}} \int\langle x, \theta\rangle^{2} d \mu(x) \quad\left(\theta \in S^{n-1}\right) \tag{4.2}
\end{equation*}
$$

can be bounded from above by $C^{2} L_{K}^{2}$, up to some universal factor $C$.
The purpose of the present section is to extend this type of relationship between $L_{K}$ and $L_{\mu}$ to other convex measures. However, the definition (4.2) does not make sense in general, and it is more natural to speak about the size of the slices of the measure, $\mu^{+}(H)$, similarly to the original formulation of the slicing problem for convex bodies.

Thus, assume we have a finite, symmetric, full-dimensional convex measure $\mu$ on $\mathbf{R}^{n}, n \geq 2$, with density $f$, satisfying (for normalization reason) $f(0)=1$. What can one say about possible values of $\mu^{+}(H)$ ? As we know from Theorem 1.1, all slices have approximately equal size, as long as the measure $\mu$ is $(-1)$-isotropic. So this may naturally be assumed, but we do not do this.

Introduce the best constant $\ell=\ell_{\mu}$ in the (isoperimetric-type) relation

$$
\begin{equation*}
\mu^{+}(H) \geq \ell\left(\int_{\mathbf{R}^{n}} f(x) d x\right)^{(n-1) / n} \tag{4.3}
\end{equation*}
$$

serving for all hyperplanes $H$, passing through the origin. In particular, when $\mu$ is the Lebesgue measure, restricted to a symmetric convex body $K$ in $\mathbf{R}^{n}$, the above inequality defines the best constant $\ell=\ell_{K}$ in the inequality

$$
\begin{equation*}
\operatorname{vol}_{n-1}(K \cap H) \geq \ell \operatorname{vol}_{n}(K)^{(n-1) / n} \tag{4.4}
\end{equation*}
$$

Within universal factors, the quantity $\ell_{K}$ is known to be reciprocal to $L_{K}$, if $K$ is isotropic. Indeed, by Hensley's inequality (3.9), applied to the densities of the linear functionals over the uniform distribution in $K$, we always have $\frac{1}{12} \leq \ell_{K}^{2} L_{K}^{2} \leq \frac{1}{2}$. With a similar argument, this relation extends to symmetric 2-isotropic log-concave measures as $\frac{1}{12} \leq \ell_{\mu}^{2} L_{\mu}^{2} \leq \frac{1}{2}$, but not to the larger class of convex measures.

Theorem 4.1 Given a finite, symmetric, full-dimensional, $\kappa$-concave measure $\mu$ on $\mathbf{R}^{n},-\infty<\kappa<0$, with density $f$ such that $f(0)=1$, we have

$$
\begin{equation*}
\ell_{\mu} \geq c \ell_{K}, \tag{4.5}
\end{equation*}
$$

where $K$ is the associated unit ball for the norm (4.1) with $q=-1$, and where

$$
\begin{equation*}
c=\frac{\alpha}{n}\left(\frac{\Gamma(\alpha) n!}{\Gamma(n+\alpha)}\right)^{1 / n}, \quad \alpha=-\frac{1}{\kappa} . \tag{4.6}
\end{equation*}
$$

The log-concave case may also be included in this statement by letting $\kappa \rightarrow 0$, in which case $\lim _{\alpha \rightarrow+\infty} c=n!^{1 / n} / n$. Then we get that

$$
\ell_{\mu} \geq \frac{n!^{1 / n}}{n} \ell_{K} \geq \frac{1}{e} \ell_{K}
$$

This is an equivalent formulation of K . Ball's theorem ( $L_{\mu} \leq C L_{K}$ ), up to a universal factor coming in the passage from slices sizes to $L^{2}$-norms of linear functionals.

When $\kappa$ is fixed and $n$ grows to infinity, the constant $c$ is equivalent to $\alpha /(e n)$, so the dimension may essentially influence on the size of $\mu^{+}(H)$. Note, however, the value of $c$, given in (4.6), is optimal for (4.5), as one can see on the example of the measure $\mu$ with density $f(x)=(1+|x|)^{-(n+\alpha)}, x \in \mathbf{R}^{n}$.

Proof Let $K=\left\{x \in \mathbf{R}^{n}:\|x\| \leq 1\right\}$ be the convex body, generated by the norm

$$
\|x\|=\left(\int_{0}^{+\infty} f(r x) d r^{n-1}\right)^{-1 /(n-1)}
$$

Given a linear subspace $H$ in $\mathbf{R}^{n}$ of dimension $n-1$, we may use the polar coordinates $x=r \theta, r>0,|\theta|=1$, as in the proof of Theorem 3.2, and apply the definition (4.4) to write that

$$
\begin{aligned}
\mu^{+}(H) & =\operatorname{vol}_{n-1}(K \cap H) \geq \ell_{K} \operatorname{vol}_{n}(K)^{(n-1) / n} \\
& =\ell_{K}\left(\omega_{n} \int_{S^{n-1}}\|\theta\|^{-n} d \sigma_{n-1}(\theta)\right)^{(n-1) / n} .
\end{aligned}
$$

Since also

$$
\int_{\mathbf{R}^{n}} f(x) d x=\omega_{n} \int_{S^{n-1}}\left(\int_{0}^{+\infty} f(r \theta) d r^{n}\right) d \sigma_{n-1}(\theta)
$$

in order to get an inequality of the form (4.3) and then (4.5), we are reduced to the bound

$$
\int_{S^{n-1}}\|\theta\|^{-n} d \sigma_{n-1}(\theta) \geq c^{n /(n-1)} \int_{S^{n-1}}\left(\int_{0}^{+\infty} f(r \theta) d r^{n}\right) d \sigma_{n-1}(\theta)
$$

Moreover, it is enough to require a similar inequality for integrands at every $\theta \in S^{n-1}$, that is,

$$
\begin{equation*}
\int_{0}^{+\infty} f(r \theta) d r^{n-1} \geq c\left(\int_{0}^{+\infty} f(r \theta) d r^{n}\right)^{(n-1) / n} \tag{4.7}
\end{equation*}
$$

Our task is now completely in dimension one. Recall that $f(0)=1$ is assumed, and that $f$ is $\kappa_{n}$-concave, according to Borell's characterization (2.2) of $\kappa$-concave measures, where $\kappa_{n}=\kappa /(1-n \kappa)$. In addition, by the symmetry hypothesis, $f(r \theta)$ is non-increasing in $r>0$ along every direction. So,

$$
f(r \theta)=\left(1+\psi_{\theta}(r)\right)^{1 / \kappa_{n}}, \quad r>0,
$$

for some convex, non-decreasing function $\psi_{\theta}:[0,+\infty) \rightarrow[0,+\infty)$ with $\psi_{\theta}(0)=0$.

To derive (4.7) and thus complete the proof of the theorem, we appeal to:
Lemma 4.2 Let $q>p>0$ and let $Q:[0,+\infty) \rightarrow[0,+\infty)$ be non-increasing, not identically zero. In the class of all convex functions $\psi(r) \geq 0$ in $r \geq 0$, such that $\psi(0)=0$, the best constant $c$ in

$$
\begin{equation*}
\int_{0}^{+\infty} Q(\psi(r)) d r^{p} \geq c\left(\int_{0}^{+\infty} Q(\psi(r)) d r^{q}\right)^{p / q} \tag{4.8}
\end{equation*}
$$

is attained at the function $\psi(r)=r$.
In case of the exponential function $Q(r)=e^{-r}$, this statement is proved in [7], Lemma 4 (with an additional assumption $p \geq 1$, which can actually be relaxed to $p>0$ ). But the argument may easily be extended to cover the case of the general $Q$. It is based on Lemma 3 in [7], which asserts the following (under the same assumptions as in Lemma 4.2): If

$$
\begin{equation*}
\int_{0}^{+\infty} Q(\psi(r)) d r^{p}=\int_{0}^{+\infty} Q(r) d r^{p}, \tag{4.9}
\end{equation*}
$$

and the integrals are finite, then for all $t \geq 0$,

$$
\begin{equation*}
\int_{t}^{+\infty} Q(\psi(r)) d r^{p} \leq \int_{t}^{+\infty} Q(r) d r^{p} \tag{4.10}
\end{equation*}
$$

Assuming this assertion, take a convex, non-negative function $\psi$ on $[0,+\infty)$ with $\psi(0)=0$, and define $\lambda>0$ by $\int_{0}^{+\infty} Q(\psi(r)) d r^{p}=\int_{0}^{+\infty} Q(r / \lambda) d r^{p}$, so that

$$
\begin{equation*}
\lambda^{-p}=\frac{\int_{0}^{+\infty} Q(r) d r^{p}}{\int_{0}^{+\infty} Q(\psi(r)) d r^{p}} \tag{4.11}
\end{equation*}
$$

(without loss of generality, assume the integrals are finite). Then (4.9) is fulfilled for $Q_{\lambda}(r)=Q(r / \lambda)$ in place of $Q$ and $\psi_{\lambda}=\lambda \psi$ in place of $\psi$. Using a general identity

$$
\int_{0}^{+\infty} h(r) d r^{q}=\frac{q(q-p)}{p} \int_{0}^{+\infty} s^{q-p-1}\left(\int_{s}^{+\infty} h(r) d r^{p}\right) d s
$$

we can apply the conclusion (4.10) to $\left(Q_{\lambda}, \psi_{\lambda}\right)$ and obtain that

$$
\begin{aligned}
\int_{0}^{+\infty} Q(\psi(r)) d r^{q} & =\int_{0}^{+\infty} Q_{\lambda}\left(\psi_{\lambda}(r)\right) d r^{q} \\
& =\frac{q(q-p)}{p} \int_{0}^{+\infty} s^{q-p-1}\left(\int_{s}^{+\infty} Q_{\lambda}\left(\psi_{\lambda}(r)\right) d r^{p}\right) d s \\
& \leq \frac{q(q-p)}{p} \int_{0}^{+\infty} s^{q-p-1}\left(\int_{s}^{+\infty} Q_{\lambda}(r) d r^{p}\right) d s=\lambda^{q} \int_{0}^{+\infty} Q(r) d r^{q} .
\end{aligned}
$$

In view of (4.11), we arrive at

$$
\frac{\left(\int_{0}^{+\infty} Q(\psi(r)) d r^{q}\right)^{1 / q}}{\left(\int_{0}^{+\infty} Q(\psi(r)) d r^{p}\right)^{1 / p}} \leq \frac{\left(\int_{0}^{+\infty} Q(r) d r^{q}\right)^{1 / q}}{\left(\int_{0}^{+\infty} Q(r) d r^{p}\right)^{1 / p}}
$$

which is exactly the statement of Lemma 4.2.

In particular, take in Lemma 4.2 the function $Q(r)=(1+r)^{-\beta}$ with a parameter $\beta>0$. Then $\int_{0}^{+\infty} Q(r) d r^{p}=\Gamma(\beta-p) \Gamma(p+1) / \Gamma(\beta)$, whenever $0<p<\beta$. If $p=n-1, q=n$, the best constant $c=c_{n}(\beta)$ in (4.8) is therefore given by

$$
\frac{\int_{0}^{+\infty} Q(r) d r^{n-1}}{\left(\int_{0}^{+\infty} Q(r) d r^{n}\right)^{(n-1) / n}}=\frac{\beta-n}{n}\left(\frac{n!^{1 / n} \Gamma(\beta-n)}{\Gamma(\beta)}\right)^{1 / n}
$$

Finally, since in (4.7) our parameter is $\beta=-1 / \kappa_{n}=-(1-n \kappa) / \kappa=n+\alpha$, where $\alpha=-1 / \kappa, c_{n}(\beta)$ is exactly the constant (4.6).

This finishes the proof of Theorem 4.1.
Note, when $c$ is optimal [and is defined by (4.6)], the equality in (4.7) and therefore in (4.5) is attained in case $f(r \theta)=(1+r)^{1 / \kappa_{n}}$, i.e., when $f(x)=(1+|x|)^{-(n+\alpha)}$.

## 5 The floating body

Given a probability measure $\mu$ on $\mathbf{R}^{n}$ and a number $\delta \in\left(0, \frac{1}{2}\right)$, the floating body $F_{\delta}$ of $\mu$ at level $1-\delta$ may be defined as

$$
\begin{equation*}
F_{\delta}=\bigcap_{\mu(H) \geq 1-\delta} H \tag{5.1}
\end{equation*}
$$

where the intersection is running over all closed half-spaces $H$ in $\mathbf{R}^{n}$ with measure $\mu(H) \geq 1-\delta$. In connection with the general problem on the conditions, ensuring that $F_{\delta}$ is non-empty, the floating body was considered by many authors (cf. e.g. [26,35,38] and remarks below).

If $\mu$ is absolutely continuous, the restriction on half-spaces may be replaced with $\mu(H)=1-\delta$. In general, $F_{\delta}$ represents a compact convex set. If $\mu$ is symmetric, it is symmetric, as well (and therefore non-empty).

In particular, when $K$ is a symmetric convex body with its uniform distribution, we arrive at the notion of a floating body of $K$, cf. [34]. In this case a closely related is the notion of the flotation surface, when in each direction one cuts from $K$ a segment of a fixed proportional "volume", cf. [30,31]. More precisely, to involve the general symmetric measure case, for every unit vector $\theta$ choose the minimal $r=r_{\delta}(\theta) \geq 0$, such that $\mu\{\langle x, \theta\rangle \leq r\} \geq 1-\delta$. The flotation surface of $\mu$ is then defined as the collection

$$
S_{\delta}=\left\{r_{\delta}(\theta) \theta: \theta \in S^{n-1}\right\}
$$

The two concepts were given a considerable attention in Convex Geometry in the late 1980s, when C. Schütt raised the following natural question in the convex body case: Is it true that every half-space $H$ in $\mathbf{R}^{n}$ with measure $\mu(H)=1-\delta$ serves as a tangent plane at some boundary point of $F_{\delta}$ ? Or, equivalently, one wonders if the flotation surface $S_{\delta}$ represents the boundary of the floating body $F_{\delta}$.

An affirmative answer to this question was given by Meyer and Reisner in [32], and independently by K. Ball with a different proof. K. Ball's argument covers the case of an arbitrary log-concave probability measure and is described in [33]. In the next section we discuss further extensions of this result to the class of (some) convex measures.

However, first let us look at the meaning of the definition (5.1). As emphasized in [34], when a symmetric convex body $K$ is isotropic, its floating body $F_{\delta}$ is almost a Euclidean ball, centered at the origin and with some radius $r$, depending only on $K$, mainly through its isotropic constant $L_{K}$. More precisely, if (for normalization reason) $K$ has volume one, for some function $c=c(\delta)$, we have

$$
\begin{equation*}
\frac{L_{K}}{c} B \subset F_{\delta} \subset c L_{K} B \tag{5.2}
\end{equation*}
$$

where $B$ is the unit Euclidean ball. Therefore, whether or not $F_{\delta}$ looks like a ball may serve as indication that the original body $K$ is (almost) isotropic. Note that without the isotropy assumption (5.2) implies that $F_{\delta}$ is close to some ellipsoid.

This view may appropriately be extended to general convex measures in the following observation.

Theorem 5.1 Let $\mu$ be a symmetric, full-dimensional, $\kappa$-concave probability measure on $\mathbf{R}^{n}$ with $\kappa>-\infty$. There exists an ellipsoid $\mathcal{E}$, such that for all $\delta \in\left(0, \frac{1}{2}\right)$,

$$
\begin{equation*}
\frac{1}{c} \mathcal{E} \subset F_{\delta} \subset c \mathcal{E} \tag{5.3}
\end{equation*}
$$

where $c$ depends on $\delta$ and $\kappa$, only. Moreover, if $\mu$ is $(-1)$-isotropic, then for $\mathcal{E}$ one can take a Euclidean ball.

Proof Fix $\delta$ and assume $\mu$ is ( -1 )-isotropic. Introduce the half-spaces $H_{\theta}=\{x \in$ $\left.\mathbf{R}^{n}:\langle x, \theta\rangle \leq r\right\}$, where $r=r_{\delta}(\theta)$, as before. Thus, $F_{\delta}=\bigcap_{\theta \in S^{n-1}} H_{\theta}$. So, $x \in F_{\delta}$ if and only if $\langle x, \theta\rangle \leq r_{\delta}(\theta)$ for all $\theta \in S^{n-1}$, that is,

$$
\|x\| \equiv \sup _{\theta \in S^{n-1}}\left\langle x, \frac{\theta}{r_{\delta}(\theta)}\right\rangle \leq 1
$$

Therefore, $F_{\delta}$ may be described as the dual to the unit ball

$$
G_{\delta}=\left\{x \in \mathbf{R}^{n}:\|x\|_{*} \leq 1\right\}=\operatorname{clos} \operatorname{conv}\left\{\frac{\theta}{r_{\delta}(\theta)}: \theta \in S^{n-1}\right\}
$$

for the norm $\|\cdot\|$, where clos conv denotes the closed convex hull of a set.
Now, consider the linear functionals $\varphi_{\theta}(x)=\langle x, \theta\rangle$ and their densities $g_{\theta}$ under the measure $\mu$, together with the distribution functions $G_{\theta}(\lambda)=\mu\left\{\varphi_{\theta} \leq \lambda\right\}$. By the very definition, $r_{\delta}(\theta)$ represents the quantile of $\varphi_{\theta}$ under $\mu$ of order $1-\delta$, that is, $r_{\delta}(\theta)=G_{\theta}^{-1}(1-\delta)$. As we have seen in the proof of Lemma 3.4, for any $t \in\left(\frac{1}{2}, 1\right)$,

$$
\int_{1 / 2}^{t} d s \leq \frac{G_{\theta}^{-1}(t)}{g_{\theta}(0)} \leq \int_{1 / 2}^{t} \frac{d s}{(2 \min \{s, 1-s\})^{1-\kappa}}
$$

Applying this with $t=1-\delta$, we get

$$
\begin{equation*}
\frac{1-2 \delta}{2} g_{\theta}(0) \leq r_{\delta}(\theta) \leq \frac{(2 \delta)^{\kappa}-1}{-2 \kappa} g_{\theta}(0) . \tag{5.4}
\end{equation*}
$$

Note the both sides of (5.4) coincide in the critical case $\kappa=1$ (which is only possible for the uniform distribution on interval of the real line). Thus, for all $\theta, \theta^{\prime} \in S^{n-1}$,

$$
\frac{r_{\delta}(\theta)}{r_{\delta}\left(\theta^{\prime}\right)} \leq \frac{(2 \delta)^{\kappa}-1}{-\kappa(1-2 \delta)} \frac{g_{\theta}(0)}{g_{\theta^{\prime}}(0)}
$$

But, by Corollary 3.3 with $d=1$, we have $\frac{g_{\theta}(0)}{g_{\theta^{\prime}}(0)} \leq \sqrt{6}$. So, defining $c=c(\delta, \kappa)>0$ by

$$
\begin{equation*}
c^{2}=\frac{(2 \delta)^{\kappa}-1}{-\kappa(1-2 \delta)} \sqrt{6} \tag{5.5}
\end{equation*}
$$

one can choose $r>0$ such that $\frac{1}{c} \leq \frac{r}{r_{\delta}(\theta)} \leq c$, for all $\theta \in S^{n-1}$. As a consequence, $B(0,1 /(r c)) \subset G_{\delta} \subset B(0, c / r)$, where $B(0, \rho)$ stands for the Euclidean ball with center at the origin and radius $\rho$. Equivalently, for the dual sets we obtain that

$$
\frac{1}{c} B(0, r) \subset F_{\delta} \subset c B(0, r) .
$$

The statement of Theorem 5.1 follows with $\mathcal{E}=B(0, r)$.
Remark As follows from (5.5) with $\kappa=0$, in the log-concave case one may take in Theorem 5.1 $c^{2}=\left(\sqrt{6} \log \frac{1}{2 \delta}\right) /(1-2 \delta)$, which is of order $\log \frac{1}{\delta}$, as $\delta \rightarrow 0$. If $\kappa<0$, $c$ is of order $\delta^{\kappa / 2}$. Also, if $\kappa=0$, (5.4) takes the form

$$
\frac{1-2 \delta}{2} g_{\theta}(0) \leq r_{\delta}(\theta) \leq \frac{1}{2} \log \frac{1}{2 \delta} g_{\theta}(0) .
$$

If $\mu$ is isotropic in the sense that $\int\langle x, \theta\rangle^{2} d \mu(x)=\sigma^{2}$ for all unit vectors $\theta$, then $g_{\theta}(0)$ is of order $1 / \sigma$ within universal factors. Hence, for $0<\delta \leq \delta_{0}<1 / 2$, there exist some constants $C_{0}=C_{0}\left(\delta_{0}\right), C_{1}=C_{1}\left(\delta_{0}\right)$, such that $C_{0} \sigma \leq r_{\delta}(\theta) \leq C_{1} \sigma \log \frac{1}{\delta}$. Therefore,

$$
C_{0} \sigma B \subset F_{\delta} \subset C_{1} \sigma \log \frac{1}{\delta} B
$$

where $B$ is the unit Euclidean ball, and we recover (5.2).

Now, let us comment on the conditions, ensuring that $F_{\delta}$ is non-empty, when a probability measure $\mu$ on $\mathbf{R}^{n}$ is not necessarily symmetric. In general, $F_{\delta} \neq \emptyset$, as long as $\delta \leq 1 /(n+1)$. In case of the plane, this result was obtained by Neumann [35] in 1945. Higher dimensions were treated by Rado [38], who involved a larger class of subadditive measures; see also [8] for related results.

When $\mu$ is a uniform distribution in a convex body $K$, this statement may considerably be sharpened: $F_{\delta}$ is non-empty for $\delta=(n /(n+1))^{n}$. Again, for dimension $n=2$ this was proved in [35], while for higher dimensions-by Grünbaum [26] (and independently by Hammer [27]), with similar proofs, based on the Schwarz symmetrization. More precisely, it was shown that $F_{\delta}$ contains the baricenter (or centroid) of $K$.

Note, regardless of the dimension, we have $F_{\delta} \neq \emptyset$ for $\delta=1 / e$ in the convex body case. This observation may properly be generalized to involve arbitrary $\kappa$-concave probability measures. The following nice theorem is due to Caplin and Nalebuff, cf. [17], Proposition 3 (where the condition $\kappa>-1$ was somehow hidden).

Theorem 5.2 For any $\kappa$-concave probability measure $\mu$ on $\mathbf{R}^{n}$ with $-1<\kappa \leq 1$, the floating body $F_{\delta}$ contains the baricenter of the measure, as long as

$$
\begin{equation*}
\delta \leq(1+\kappa)^{-1 / \kappa} . \tag{5.6}
\end{equation*}
$$

The condition $\kappa>-1$ ensures, in particular, that $\int|x| d \mu(x)<+\infty$ [cf. (2.4)], so the baricenter $\int x d \mu(x)$ is well-defined. In the case of the uniform distribution in a convex body, one has $\kappa=1 / n$ and $(1+\kappa)^{-1 / \kappa}=(n /(n+1))^{n}$, and we obtain Grünbaum's theorem. In the log-concave case, Theorem 5.2 also appeared in [10], Lemma 3.3. Let us explain how to extend its argument to involve general $\kappa$-concave measures.

Since the $\kappa$-concavity property is invariant under projections, the distributions of the linear functionals under $\mu$ represent $\kappa$-concave probability measures on the real line. Therefore, (5.6) is reduced to the following one-dimensional statement: For any random variable $\xi$ with a non-degenerate $\kappa$-concave distribution,

$$
\begin{equation*}
(1+\kappa)^{-1 / \kappa} \leq \operatorname{Pr}\{\xi \leq \mathbf{E} \xi\} \leq 1-(1+\kappa)^{-1 / \kappa} . \tag{5.7}
\end{equation*}
$$

If $\kappa=1, \xi$ has to be uniformly distributed on a finite interval $(a, b)$, and then both sides of (5.7) coincide. So, assume $-1<\kappa<1$. Introduce the distribution function $G(x)=\operatorname{Pr}\{\xi \leq x\}=\int_{a}^{x} g(z) d z, a<x<b$, with its inverse $G^{-1}:(0,1) \rightarrow(a, b)$, and define the associated function $I=g\left(G^{-1}\right)$. As we discussed in Remark 2.2, the function $I^{1 /(1-\kappa)}$ is concave on $(0,1)$, so for all $\alpha \in(0,1)$,

$$
\begin{aligned}
& \frac{I(u)^{1 /(1-\kappa)}}{1-u} \leq \frac{I(\alpha)^{1 /(1-\kappa)}}{1-\alpha}, \quad \text { for } \quad u \in(0, \alpha], \\
& \frac{I(u)^{1 /(1-\kappa)}}{1-u} \geq \frac{I(\alpha)^{1 /(1-\kappa)}}{1-\alpha}, \quad \text { for } u \in[\alpha, 1) .
\end{aligned}
$$

Since $G^{-1}(s)-G^{-1}(\alpha)=\int_{\alpha}^{s} \frac{d u}{I(u)}, 0<s<1$, we get that

$$
\begin{aligned}
\mathbf{E} \xi & =\int_{0}^{1} G^{-1}(s) d s=\int_{0}^{1}\left[G^{-1}(\alpha)+\int_{\alpha}^{s} \frac{d u}{I(u)}\right] d s \\
& =G^{-1}(\alpha)+\int_{\alpha}^{1} \frac{1-u}{I(u)} d u-\int_{0}^{\alpha} \frac{u}{I(u)} d u \\
& \leq G^{-1}(\alpha)+\frac{(1-\alpha)^{1-\kappa}}{I(\alpha)} \int_{\alpha}^{1}(1-u)^{\kappa} d u-\frac{(1-\alpha)^{1-\kappa}}{I(\alpha)} \int_{0}^{\alpha} \frac{u}{(1-u)^{1-\kappa}} d u \\
& =G^{-1}(\alpha)+\frac{(1-\alpha)^{1-\kappa}}{I(\alpha)}\left[\frac{1}{1+\kappa}-\frac{1-(1-\alpha)^{\kappa}}{\kappa}\right] .
\end{aligned}
$$

The expression in the square brackets is vanishing for $\alpha=1-(1+\kappa)^{-1 / \kappa}$, and then $\mathbf{E} \xi \leq G^{-1}(\alpha)$ or $G(\mathbf{E} \xi) \leq \alpha$. This is exactly the right inequality in (5.7). The left inequality in (5.7) is obtained from the right by applying it to $-\xi$.
Remark Proposition 3 of [17] asserts that $\operatorname{Pr}\{\xi \leq \mathbf{E} \xi\} \geq(1+\kappa)^{-1 / \kappa}$ for any $\kappa$-concave distribution function $G(x)=\operatorname{Pr}\{\xi \leq x\}$. This condition is somewhat weaker than the $\kappa$-concavity of the distribution of $\xi$.

Both inequalities in (5.7) are sharp, since on the right-hand side there is equality for $\xi$ having a special distribution. Namely, introduce a $\kappa$-concave probability measure $\mu_{\kappa}$ on $(0,+\infty)$ by requiring that its associated function is $I_{\kappa}(t)=(1-t)^{1-\kappa}$. Its distribution function is given by

$$
G(x)=\mu_{\kappa}(0, x)=1-(1-\kappa x)^{1 / \kappa}, \quad 0<x<c_{\kappa} .
$$

More precisely, when $0<\kappa \leq 1, \mu_{\kappa}$ is supported on the finite interval ( $0, \frac{1}{\kappa}$ ). If $\kappa=1$, we obtain a uniform distribution on the unit interval $(0,1)$. When $-\infty<\kappa \leq 0, \mu_{\kappa}$ is not supported on a finite interval, so that $c_{\kappa}=+\infty$. If $\kappa=0$, we obtain the one-sided exponential distribution with density $e^{-x}$. Now, if $\kappa>-1$ and $\xi$ is distributed according to $\mu_{\kappa}$, then $\mathbf{E} \xi=1 /(1+\kappa)$ and $G(\mathbf{E} \xi)=1-(1+\kappa)^{-1 / \kappa}$.

## 6 The flotation surface

Let $\mu$ be a symmetric, full-dimensional $\kappa$-concave probability measure on $\mathbf{R}^{n}$. As we have mentioned, by a theorem of Meyer-Reisner and Ball [32,33], in the log-concave case, for any $\delta \in\left(0, \frac{1}{2}\right)$,

$$
\begin{equation*}
S_{\delta}=\partial F_{\delta} \tag{6.1}
\end{equation*}
$$

That is, the boundary of the floating body of $\mu$ at a given level is exactly the corresponding flotation surface of the measure. Here we follow K. Ball's argument to
involve in this statement more convex measures. Our basic tool will be Lemma 2.4 (needed with $p=1$ ).

Theorem 6.1 For any symmetric, full-dimensional, $\kappa$-concave probability measure $\mu$ on $\mathbf{R}^{n}$, the identity (6.1) is valid whenever $\kappa \geq-1$.

We do not know whether any restriction on $\kappa$ may be removed. For readers convenience, first let us remind basic steps as described in [33]. Introduce the symmetric strips

$$
B(a)=\left\{x \in \mathbf{R}^{n}:|\langle x, a\rangle| \leq 1\right\}, \quad a \in \mathbf{R}^{n},
$$

and their measures $W(a)=\mu(B(a))$. Note $W(0)=1$ and $W(a) \rightarrow 0$, as $|a| \rightarrow+\infty$ (which is true for any absolutely continuous $\mu$ ).

Theorem 6.1 will follow from:
Lemma 6.2 If $\kappa \geq-1$, the function $1 / W(a)$ is convex on $\mathbf{R}^{n}$.
As soon as we accept this property, one may define a norm

$$
\|a\|=\min \{\rho \geq 0: W(a / \rho) \geq 1-2 \delta\}
$$

with the unit ball $G=\left\{a \in \mathbf{R}^{n}: W(a) \geq 1-2 \delta\right\}$. Writing $a=\frac{1}{r} \theta$ with $r>0$, $\theta \in S^{n-1}$, we have, by symmetry of the measure and the very definition of $r_{\delta}$,

$$
\begin{aligned}
a \in G & \Longleftrightarrow W(a) \geq 1-2 \delta \Longleftrightarrow \mu\{|\langle x, \theta\rangle| \leq r\} \geq 1-2 \delta \\
& \Longleftrightarrow \mu\{\langle x, \theta\rangle \leq r\} \geq 1-\delta \Longleftrightarrow r \geq r_{\delta}(\theta) .
\end{aligned}
$$

Therefore, $\partial G=\left\{\frac{\theta}{r_{\delta}(\theta)}: \theta \in S^{n-1}\right\}$ and $G=G_{\delta}$. From this, the dual norm is

$$
\|x\|_{*}=\sup _{\|a\|=1}|\langle x, a\rangle|=\sup \left\{\frac{1}{r_{\delta}(\theta)}|\langle x, \theta\rangle|: \theta \in S^{n-1}\right\},
$$

which is exactly the norm with unit ball $F_{\delta}$ (We considered it in the beginning of the proof of Theorem 5.1). Therefore, at every point $x \in \partial F_{\delta}$ there is a supporting hyperplane $\langle x, a\rangle=1$ with some $a \in \partial G$. Since $a=\frac{\theta}{r_{\delta}(\theta)}$, the equation of the plane is $\langle x, \theta\rangle=r_{\delta}(\theta)$, for some $\theta \in S^{n-1}$, which is the equation for the boundary of one of the half-spaces $H$, participating in the intersection $F_{\delta}=\cap_{\mu(H)=1-\delta} H=\cap_{\theta} H_{\theta}$. Moreover, by the convexity of $G$, any $\partial H_{\theta}$ is a tangent plane at some boundary point of $F_{\delta}$.

This would complete the proof of the theorem.
Remark As have seen, what is needed for the proof of Theorem 6.1 is only the convexity of the set $G$. This means that the function $W$ should be quasi-concave.

Proof of Lemma 6.2. Since projections of $\kappa$-concave measures are $\kappa$-concave, the statement of the lemma is entirely two-dimensional. So one may assume for simplicity that $n=2$ (of course, the symmetry of the measure plays a crucial role).

We follow the construction, described in [33]. Thus, fix non-collinear non-zero vectors $a, b \in \mathbf{R}^{2}$ and let $c=\frac{a+b}{2}$. In particular, $\rho=\left(|a|^{2}|b|^{2}-\langle a, b\rangle^{2}\right)^{1 / 2}>0$. Put

$$
a^{\prime}=\frac{\langle a, b\rangle a-|a|^{2} b}{\rho}, \quad b^{\prime}=\frac{|b|^{2} a-\langle a, b\rangle b}{\rho}, \quad c^{\prime}=\frac{a^{\prime}+b^{\prime}}{2} .
$$

Then $\left|a^{\prime}\right|=|a|,\left|b^{\prime}\right|=|b|,\left|c^{\prime}\right|=|c|$, and $\left\langle a, a^{\prime}\right\rangle=\left\langle b, b^{\prime}\right\rangle=\left\langle c, c^{\prime}\right\rangle=0$. In addition,

$$
\left\langle a^{\prime}, a-b\right\rangle=\left\langle b^{\prime}, a-b\right\rangle=\left\langle c^{\prime}, a-b\right\rangle=\rho .
$$

Introduce the line $H=\left\{x \in \mathbf{R}^{2}:\langle x, a-b\rangle=0\right.$ and the segment on it

$$
D=\{x \in H:|\langle x, a\rangle| \leq 1\}=\{x \in H:|\langle x, b\rangle| \leq 1\}=\{x \in H:|\langle x, c\rangle| \leq 1\} .
$$

Then we have the representation of the strips on the plane as the union of the disjoint segments $B(a)=\cup_{t \in \mathbf{R}}\left(t a^{\prime}+D\right)$, and similarly for the vectors $b$ and $c$.

Now, let $f$ be the density of $\mu$ on the plane, chosen to be $\kappa_{2}$-concave [recall that $\kappa_{2}=\kappa /(1-2 \kappa)$ as in the Borell description (2.2)]. Given a line $J$, parallel to $H$, denote by $\mu_{J}$ the measure on it with density $f$ with respect to Lebesgue measure on $J$. Note, by the same characterization (2.2) in dimension one, $\mu_{J}$ is $\kappa^{\prime}$-concave, if and only if $f$ is $\kappa_{1}^{\prime}$-concave with $\kappa_{1}^{\prime}=\kappa^{\prime} /\left(1-\kappa^{\prime}\right)$. Equalizing $\kappa_{2}=\kappa_{1}^{\prime}$, we conclude that every $\mu_{J}$ is $\kappa^{\prime}$-concave with $\kappa^{\prime}=\kappa /(1-\kappa)$.

By Fubini's theorem and the symmetry of $\mu$,

$$
\begin{equation*}
W(a)=\mu(B(a))=\frac{2 \rho}{|a-b|} \int_{0}^{+\infty} \mu_{t a^{\prime}+H}\left(t a^{\prime}+D\right) d t \tag{6.2}
\end{equation*}
$$

and similarly for $b$ and $c$ with the same coefficient in front of the integral. Define the functions on $(0,+\infty)$

$$
u(t)=\mu_{t a^{\prime}+H}\left(t a^{\prime}+D\right), \quad v(t)=\mu_{t b^{\prime}+H}\left(t b^{\prime}+D\right), \quad w(t)=\mu_{t c^{\prime}+H}\left(t c^{\prime}+D\right) .
$$

For all $t, s>0$, we have $\frac{t}{t+s}\left(s a^{\prime}+D\right)+\frac{s}{t+s}\left(t b^{\prime}+D\right)=\frac{2 t s}{t+s} c^{\prime}+D$, so, by the $\kappa^{\prime}$-concavity of $\mu_{J}$ 's,

$$
w\left(\frac{2 t s}{t+s}\right) \geq M_{\kappa^{\prime}}^{\left(\frac{t}{t+s}\right)}(u(s), v(t))
$$

Hence, the hypothesis (2.8) of Lemma 2.4 is fulfilled with its notations $t=\frac{1}{2}$ and $q=\kappa^{\prime}$. So, if $\kappa \leq 0$, the concluding inequality (2.9) is valid for all $p$, whenever
$0 \leq p \leq-\frac{1}{q}-1=-\frac{1}{\kappa}$. In particular, when $\kappa \geq-1$, one can take $p=1$, which gives

$$
\left[\int_{0}^{+\infty} w(t) d t\right]^{-1} \leq \frac{1}{2}\left[\int_{0}^{+\infty} u(t) d t\right]^{-1}+\frac{1}{2}\left[\int_{0}^{+\infty} v(t) d t\right]^{-1}
$$

In view of (6.2), this is exactly the desired inequality $W(c)^{-1} \leq \frac{1}{2} W(a)^{-1}+\frac{1}{2} W(b)^{-1}$.
Lemma 6.2 follows.

## 7 Santaló-type inequalities

In this section we conclude with remarks on the Santaló-type inequalities for the family of convex measures. Given a symmetric convex body $K$ in $\mathbf{R}^{n}$, the Santaló or Blashke-Santaló inequality asserts (cf. [36,37]) that

$$
\begin{equation*}
\operatorname{vol}_{n}(K) \operatorname{vol}_{n}\left(K^{o}\right) \leq \operatorname{vol}_{n}(B)^{2} \tag{7.1}
\end{equation*}
$$

where

$$
K^{o}=\left\{x \in \mathbf{R}^{n}:\langle x, y\rangle \leq 1, \text { for all } y \in K\right\}
$$

is the polar body, and where $B$ stands for the unit Euclidean ball in $\mathbf{R}^{n}$ with center at the origin. Thus, the left-hand side of (7.1) is maximized for Euclidean balls.

In [6], K. Ball found an interesting application of (7.1) to the class of symmetric log-concave functions. Namely, introduce the Legendre transform,

$$
\mathcal{L} v(y)=\sup _{x \in \mathbf{R}^{n}}[\langle x, y\rangle-v(x)], \quad y \in \mathbf{R}^{n},
$$

which may be defined for all functions $v$ on $\mathbf{R}^{n}$ with values in $[-\infty,+\infty]$. The correspondence $v \rightarrow \mathcal{L} v$ is known to have a number of remarkable properties and, from the other side, it appears naturally in various characterization problems, related to abstract duality transforms on different classes of functions. For recent developments in this direction we refer the interested reader to the works of Artstein and Milman [2-4].

In particular, consider the class $\mathcal{F}_{n}$ of all symmetric lower-semicontinuos convex functions $v: \mathbf{R}^{n} \rightarrow[0,+\infty]$ with $v(0)=0$. In this class the Legendre transform acts as bijection, and $\mathcal{L}(\mathcal{L} v)=v$, for all $v \in \mathcal{F}_{n}$. The result of K. Ball, obtained on the basis of (7.1), is that

$$
\int e^{-v(x)} d x \int e^{-w(y)} d y \leq(2 \pi)^{n}
$$

for any $v$ in $\mathcal{F}_{n}$ with $w=\mathcal{L} v$. Only recently, in [1], this inequality was understood as the Santaló-type inequality for the canonical polarity in the class $\mathcal{F}_{n}$. In modern
language and notations, it is now stated as

$$
\begin{equation*}
\int f(x) d x \int f^{o}(y) d y \leq(2 \pi)^{n} \tag{7.2}
\end{equation*}
$$

where $f=e^{-v}$ is an arbitrary integrable symmetric log-concave function with $f(0)=$ 1 (that is, with $v \in \mathcal{F}_{n}$ ), and $f^{o}=e^{-w}$ is its dual. Note the Blashke-Santaló inequality (7.1) is included in the functional form (7.2), when the latter is restricted to the special functions $f(x)=e^{-\|x\|^{2} / 2}, f^{o}(y)=e^{-\|x\|_{*}^{2} / 2}$, where $\|\cdot\|$ and $\|\cdot\|_{*}$ are the norms, generated by the convex bodies $K$ and $K^{o}$, respectively.

The inequality (7.2) may be properly modified to cover non-symmetric log-concave functions (cf. e.g. [1]). On the other hand, it may further be extended to a larger class of functions, serving as densities of finite convex measures on $\mathbf{R}^{n}$. More precisely, we have:

Theorem 7.1 Given $v \in \mathcal{F}_{n}$ with the Legendre transform $w=\mathcal{L} v$, for any $\beta>n$,

$$
\begin{equation*}
\int \frac{d x}{(1+v(x))^{\beta}} \int \frac{d y}{(1+w(y))^{\beta}} \leq\left(\int \frac{d z}{\left(1+|z|^{2}\right)^{\beta / 2}}\right)^{2} \tag{7.3}
\end{equation*}
$$

If $\beta>n$, the functions of the form $f=(1+v)^{-\beta}$ represent densities of finite $\kappa$-concave measures on $\mathbf{R}^{n}$, satisfying $f(0)=1$, with $\kappa=-1 /(\beta-n)$. In analogy with the log-concave case, $f^{o}=(1+w)^{-\beta}$ may be viewed as the density, dual to $f$ within the same class of $\kappa$-concave measures (with an additional property that $f(0)=1)$.

As an equivalent variant of (7.3), we also have

$$
\int \frac{d x}{(1+v(x) / \beta)^{\beta}} \int \frac{d y}{(1+w(y) / \beta)^{\beta}} \leq\left(\int \frac{d z}{\left(1+|z|^{2} / \beta\right)^{\beta / 2}}\right)^{2}
$$

which in the limit, as $\beta \rightarrow+\infty$, turns into (7.2). Therefore, Theorem 7.1 implies the Blashke-Santal'o inequality. Note, however, in contrast with (7.2) the inequality (7.3) does not say anything about the extremal situation (the extremal role of Cauchy measures is only asymptotical).

As for the proof (7.3) may easily be derived from a recent result of Fradelizi and Meyer, which says the following (cf. [21, Proposition 3]). Let $f_{1}, f_{2}: \mathbf{R}^{n} \rightarrow[0,+\infty)$ and $\rho:[0,+\infty) \rightarrow[0,+\infty)$ be measurable functions, satisfying

$$
\begin{equation*}
f_{1}(x) f_{2}(y) \leq \rho(\langle x, y\rangle)^{2} \tag{7.4}
\end{equation*}
$$

for all $x, y \in \mathbf{R}^{n}$, such that $\langle x, y\rangle>0$. Then, if $f_{1}$ is even,

$$
\begin{equation*}
\int f_{1}(x) d x \int f_{2}(y) d y \leq\left(\int \rho\left(|z|^{2}\right) d z\right)^{2} \tag{7.5}
\end{equation*}
$$

Take $f_{1}(x)=(1+v(x))^{-\beta}, f_{2}(y)=(1+w(y))^{-\beta}, \rho(t)=(1+t)^{-\beta / 2}$. Then the hypothesis (7.4) reads as

$$
(1+v(x))(1+w(y)) \geq 1+\langle x, y\rangle, \quad \text { given that }\langle x, y\rangle>0 .
$$

It is obviously fulfilled, since, by the definition of the Legendre transform, we have $v(x)+w(y) \geq\langle x, y\rangle$. The resulting inequality (7.5) is exactly (7.3), where the right-hand side is finite for $\beta>n$.
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